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l Spatio-Temporal Data in Traffic Domain
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Background

Captured Image Data Text Description Data

l Visual-Textual Data in Traffic Domain



Background

l Foundation Models
A Foundation Model is “any model that is trained on broad data (generally using self-
supervision at scale) that can be adapted (e.g., fine-tuned) to a wide range of downstream tasks“, 
such as BERT [Devlin et al. 2019], GPT-3 [Brown et al. 2020], and CLIP [Radford et al. 2021].

——[On the Opportunities and Risks of Foundation Models 2021 Li Fei-Fei etc.]
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Development of Foundation Models

l Large Language Models (LLMs)

[A Survey of Large Language Models, 2023]



Development of Foundation Models

l Large Language Models (LLMs)

Transformer

Feature BERT GPT T5

Model Type Bidirectional encoder Unidirectional decoder Encoder-decoder 
structure

Task Domain

Mainly used for 
downstream tasks such 
as sentiment analysis, 

named entity 
recognition, etc.

Mainly used for 
generative tasks such as 

text generation, 
dialogue systems, etc.

Universal sequence-to-
sequence tasks, 

supports various tasks 
like translation, 

summarization, etc.

Pretraining Task Masked Language 
Model (MLM)

Autoregressive 
Language Model

Sequence-to-Sequence 
(seq2seq)

Context Understanding
Bidirectional encoding, 
understands the entire 
context information

Unidirectional 
decoding, 

understanding of the 
current token relies on 

previous tokens

Encoder-decoder 
structure, capable of 

processing global 
context information

Advantages

Strong context 
understanding, 

applicable to a variety 
of tasks

Generates coherent, 
context-aware text

Universal sequence-to-
sequence structure, 

supports multiple tasks, 
easy to fine-tune

Disadvantages

High computational 
resource requirements, 
sensitive to sequence 

length

Limited understanding 
of context, inability to 

capture global 
information

Sensitive to sequence 
length, high 

computational resource 
requirements

[Attention Is All You Need, 2017] 



Development of Foundation Models

l Large Vision Models (LVMs)
Vision Transformer (ViT): Addressing tasks in the field of computer vision using the standard Transformer.

[An Image Is Worth 16x16 Words: Transformers for Image Recognition at Scale, 2021] 



Development of Foundation Models

l Large Vision Models (LVMs)

Ø ViT – Linear Projection of Flattened Patches
p Split Image into Patches: patch 16 x16

p Vectorization: If the patches are d1xd2xd3 tensors, then the vectors are d1d2d3×1

[An Image Is Worth 16x16 Words: Transformers for Image Recognition at Scale, 2021] 



Development of Foundation Models

l Large Vision Models (LVMs)
Ø  ViT – Classification Task

p Add Position Encoding

p Connect to Transformer

[An Image Is Worth 16x16 Words: Transformers for Image Recognition at Scale, 2021] 



Development of Foundation Models

l Large Vision Models (LVMs)
Ø  ViT – Classification Task

p Pretrain the model on Dataset A, fine-tune on Dataset B, then evaluate on Dataset B

p Pretrained on ImageNet (small), ViT is slightly worse than ResNet.

p Pretrained on ImageNet-21K (medium), ViT is comparable to ResNet.

p Pretrained on JFT (large), ViT is slightly better than ResNet.

[An Image Is Worth 16x16 Words: Transformers for Image Recognition at Scale, 2021] 



Development of Foundation Models

l Vision Language Models (VLMs)

Ø Single stream（VisualBERT, VL-BERT, Oscar）- Early fusion

Ø Dual stream（ViLBERT, LXMERT, CLIP）- Late fusion

Oscar CLIP



Development of Foundation Models

l Vision Language Models (VLMs)

Ø Rich pretraining data (400M image-text pairs)

Ø Mapping images and text to a shared embedding space

Ø Capability for zero-shot image classification and image-text retrieval

Contrastive Language-Image Pre-Training (CLIP)

[Learning Transferable Visual Models From Natural Language Supervision, 2021] 



Development of Foundation Models

l Vision Language Models (VLMs)

[Learning Transferable Visual Models From Natural Language Supervision, 2021] 



How to Combine Spatio-Temporal
Data and Foundation Models?



How to Combine？

l Use Spatio-Temporal Data as Text or Image Formats

[A Language Agent for Autonomous Driving, 2023] 

Agent-Driver 



How to Combine？

l Use Spatio-Temporal Data as Text or Image Formats

[A Language Agent for Autonomous Driving, 2023] 

Tool Library

Leverage text as 
unified interface 

Cognitive Memory

A two-stage search 
algorithm 

Reasoning Engine 

Chain-of-Thought 
Task Planning
Motion Planning
Self-Reflection



How to Combine？

l Use Spatio-Temporal Data as Text or Image Formats

[A Language Agent for Autonomous Driving, 2023] 



How to Combine？

l Use Spatio-Temporal Data as Text or Image Formats

[Multimodal Motion Prediction with Stacked Transformers, 2021] 

mmTransformer

Vectornet



How to Combine？

l Use Spatio-Temporal Data as Text or Image Formats

[VectorNet: Encoding HD Maps and Agent Dynamics from Vectorized Representation, 2020] 

VectorNet

Rasterized 
Representation

Vectorized 
Representation

p Requires manual specifications
p Limited receptive fields



How to Combine？

l Use Spatio-Temporal Data as Text or Image Formats

[Multimodal Motion Prediction with Stacked Transformers, 2021] 



How to Combine？

l Employ Specific Spatio-Temporal Models as Tools

[TrafficGPT: Viewing, Processing and Interacting with Traffic Foundation Models, 2023] 

Tools



How to Combine？

l Employ Specific Spatio-Temporal Models as Tools

[TrafficGPT: Viewing, Processing and Interacting with Traffic Foundation Models, 2023] 

Tools



How to Combine？

l Pre-train a Foundation Model with Spatio-Temporal Data

[CityFM: City Foundation Models to Solve Urban Challenges, 2023] 

Input: OSM data

Objectives: 
① Text-based objective
② Vision-Language 

multimodal objective 
③ Road-based objective.  



How to Combine？

l Pre-train a Foundation Model with Spatio-Temporal Data

[MTD-GPT: A Multi-Task Decision-Making GPT Model for Autonomous Driving at Unsignalized Intersections, 2023] 

Ø Abstract the problem of multi-task decision-making
for autonomous driving as a sequence modeling and
prediction task.

Ø Transform the ”state-action-reward” tuples from
expert data into a token format similar to NLP task to
match the input format of the GPT model

𝑠: Sequence of state
𝑎: Sequence of action
𝑔: Sequence of function of trajectory

Input:



Others

l Prompt Learning

[Pre-train, Prompt, and Predict: A Systematic Survey of Prompting Methods in Natural Language Processing, 2021] 



Others

l Parameter-Efficient Fine-Tuning (PEFT)

[LLM-Adapters: An Adapter Family for Parameter-Efficient Fine-Tuning of Large Language Models, 2023] 



Future Directions

l Traffic Scene Understanding

l Traffic Description Generation

l Traffic Simulation

l Trajectory/Road Network 
Generation

    
    …



Thanks for Listening

Jingtian Ma


