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A B S T R A C T   

Big data analytics (BDA) is regarded as an advanced tool for achieving sustainable development as part of the 
grand challenges (GCs). However, it is not clear how BDA can be used by data scientists to solve the GCs with 
multisource data in a cross-disciplinary approach. Based on a case study of city-based dangerous goods trans-
portation (DGT), this paper explores how data scientists use BDA to triangulate data, methods, knowledge and 
solutions for solving GCs. The contribution of this study is threefold: (1) it contributes to research on GCs and 
discusses how BDA can be used in problem solving for multidomain GCs from a management perspective; (2) it 
enriches the theory of information triangulation and proposes several steps for information triangulation in BDA 
to solve GCs; and (3) it contributes some practical implications for the management of organizations when 
solving social problems and pursuing sustainable development.   

1. Introduction 

Grand challenges (GCs) are highly significant societal problems that 
can be plausibly addressed through coordinated and sustained effort 
(Eisenhardt et al., 2016; George et al., 2016), such as climate change, 
water scarcity, healthcare provision, and poverty alleviation (Ferraro 
et al., 2015). Solutions to GCs can generate an enormous global impact 
on natural ecology and human activities. Traditionally, GCs belong to a 
specific scientific field and can be solved by domain-specific knowledge, 
which can generate breakthroughs in zoology, meteorology, physics or 
other disciplines. However, in this era, there are also many GCs 
involving diverse domains that require multidata sources, interdisci-
plinary knowledge and coordinated efforts. 

With the development of science technologies, digital sustainability 
is gradually becoming a goal for organizations aiming to solve multi-
domain GCs and achieve sustainable development by leveraging tech-
nologies (George et al., 2019; Tim et al., 2018). Big data analytics (BDA) 
is an advanced analysis and processing tool for realizing digital sus-
tainability (Chen et al., 2012). Big data (BD) refers to large and varied 

data from multiple sources, and BDA, the application of statistical, 
processing and analytics techniques to BD, is used to mine for complex 
hidden information and knowledge (George et al., 2016; Grover et al., 
2018). In the context of GCs, BD can be collected from various channels, 
such as sensors, devices, and people, and thereby present a compre-
hensive reflection of a specific social problem (Grover et al., 2018). BDA 
is a powerful data processing tool, and users can benefit from the ability 
to derive insights and make decisions based on multiple sources of BD to 
address GCs (Dremel et al., 2018). 

Existing studies on BDA focus more on the technology level, 
including analysis tools, processing, challenges and potential applica-
tions (Agarwal & Dhar, 2014; Chen et al., 2012; Günther et al., 2017). 
However, tackling GCs is not only a technical problem but also a 
managerial problem (George et al., 2016). For example, solving GCs may 
involve determining how to identify and seek problem-related data, how 
to compare different analysis methods and choose the best, and how to 
work across multiple disciplines to solve technical problems and trans-
late the solution into practice (Eisenhardt et al., 2016). Thus, finding 
correct and effective solutions to GCs is a complex and enormously 
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difficult task involving multiple types of data, multiple methods and 
multiple domains. For those business organizations that also engage in 
corporate social responsibility and pursue social impact in achieving 
sustainable development (Pan & Zhang, 2020), in particular, it is 
essential to determine how to coordinate information resources and 
leverage BDA to solve GCs from a management perspective. 

Information triangulation is an information practice that includes 
information seeking, assessment and sense-making with data triangu-
lation, investigator triangulation, theory triangulation and method 
triangulation (Greyson, 2018). This perspective focuses on people’s in-
formation triangulation activities and examines how these activities 
contribute to certain outcomes (Schultze & Orlikowski, 2004). Scholars 
derive different types of information triangulation under various con-
texts; however, information triangulation with BDA for solving GCs has 
not been explored. In this paper, we conduct a case study to examine 
how BDA is deployed to address dangerous goods transportation (DGT) 
issues as they affect human security and sustainable cities, one of the 17 
sustainable development goals provided by the United Nations, and 
adopt the information triangulation lens to sketch information trian-
gulation practices from the managerial view, describing how multiple 
types of BD, theories and domains have been used to solve GCs. 

Accordingly, our research question is as follows: How do data sci-
entists use BDA to triangulate data, methods and knowledge in solving 
GCs? The contribution of this study is threefold: (1) it contributes to 
research on GCs and discusses how BDA can be used to solve multido-
main GCs from a management point of view; (2) it enriches the theory of 
information triangulation and proposes several information triangula-
tion steps in BDA for solving GCs; and (3) it also contributes some 
practical implications for organization management when solving social 
problems and pursuing sustainable development. Following this intro-
duction, Section 2 provides a review of the literature on digital sus-
tainability for GCs, BD and BDA and the information triangulation 
perspective. In Section 3, we present a case study of how a group of 
multidomain scientists solve DGT issues. Subsequently, Section 4 de-
scribes the case, and Section 5 offers a discussion. The conclusion and 
contributions are discussed in Section 6. 

2. Literature review 

2.1. Digital sustainability for GCs 

GCs are formulations of key global health and development problems 
that require collaborative technical and social effort from multiple 
stakeholders and, if solved, will have a significant societal impact 
(George et al., 2016). The grand challenge as a concept was first pro-
posed by Dr. David Hilbert, one of the most influential 20th-century 
mathematicians, in 1900 (George et al., 2016; Hilbert, 1902). In gen-
eral, GCs include climate change, water scarcity, poverty alleviation, 
insect-borne disease, and global hunger (Eisenhardt et al., 2016; Ferraro 
et al., 2015). In 2015, the United Nations (UN) adopted a set of 17 
sustainable development goals (SDGs) for solving GCs, including no 
poverty, zero hunger, good health and well-being, quality education, 
gender equality, clean water and sanitation, affordable and clean en-
ergy, decent work and economic growth, industry innovation and 
infrastructure, reduced inequalities, sustainable cities and communities, 
responsible consumption and production, climate action and so on 
(United Nations, 2015). 

Digital sustainability has been regarded as a new goal for organiza-
tions tackling crucial sustainability GCs. It refers to organizational ac-
tivities that seek to advance SDGs through the creative deployment of 
technologies that create, use, transmit or source electronic data (Du 
et al., 2013; George et al., 2019; Zhang et al., 2019). For example, Zhang 
et al. (2019) studied BDA capability to address air pollution manage-
ment for cities’ sustainability. Hu et al. (2018) proposed an integrated, 
multidimensional, array-based data model to address climate change by 
working with a variety of big climate data. Yang et al. (2017) utilized 

cloud computing to address the challenges associated with big geo-
spatial data. Alam et al. (2017) illustrated how the Internet of Things 
(IoT) can be used for smart cities or other sustainable environments. 
Woolf et al. (2013) proposed instructional systems and artificial intel-
ligence (AI) technology to develop and share global digital educational 
resources. 

The government, nonprofit organizations and academic fields are 
paying close attention to digital sustainability to improve social gover-
nance, create a sustainable society and increase public welfare (Pan 
et al., 2021; Tim et al., 2018). In addition, an increasing number of 
business organizations have also become conscious of committing to 
social responsibility, pursuing sustainable economic, environmental and 
societal development, and achieving both business and social value (Pan 
& Zhang, 2020; Zhang et al., 2019). These enterprises increase digital 
input by employing more R&D staff and data scientists and develop their 
core products or services to generate greater societal value. However, 
the existing body of practices and studies on GCs are limited to chal-
lenges that belong to certain specific fields, such as meteorology, ge-
ography, or environmental science. There is a lack of research on GCs 
that involve multiple disciplines and require collaborative and coordi-
nated effort from various domains to solve large social problems (Duan 
et al., 2019; Günther et al., 2017). 

2.2. BD and BDA 

BDA is a significant and important technology in digital sustain-
ability that is currently regarded as a breakthrough technological 
development (Günther et al., 2017). Volume, velocity and variety are 
three core characteristics of BD; they represent the ever-growing data-
set, which is large in magnitude; the real-time or near real-time data 
generation, collection and analysis process; and the various structured 
and unstructured data sources (Gandomi & Haider, 2015; George et al., 
2016; Grover et al., 2018; Larson & Chang, 2016). In both academia and 
business, BD can be used for developing innovative insights, products, 
and services (Davenport et al., 2012). These data are complex and het-
erogeneous and come from public or private settings, including social 
media, mobile transactions, user-generated content, sensor networks, 
and the IoT (George et al., 2016; Sivarajah et al., 2017). 

Because of the above unique characteristics of BD, there are differ-
ences between BDA and traditional data analytics in terms of data 
storage, data processing and analysis results (George et al., 2016). In the 
past, data were mostly numerical from several sources, available mainly 
in small quantities and stored in a database with limited capacity. They 
were analyzed with basic statistical tools and mainly presented with 
descriptive results. However, BD has higher requirements for data 
storage and processing technologies, and thus BDA was proposed 
(Constantiou & Kallinikos, 2015; Dremel et al., 2018; Gandomi & 
Haider, 2015; Günther et al., 2017). BDA is a set of advanced analytics 
methods and technologies that address BD; they can gather, analyze, 
link and compare large data sets, identify patterns, and generate insights 
from BD (Boyd & Crawford, 2012; Davenport et al., 2012; Dremel et al., 
2018). BDA can be used for descriptive, predictive and prescriptive 
analytics, that is, to reveal the current state or pattern, forecast future 
possibilities, and optimize/assess the prescription identified from BD 
(Sivarajah et al., 2017; Strang, 2017). 

In general, BDA processes have five steps: (1) data access and storage 
for acquiring data from a diverse source and storing it in a warehouse for 
value generation purposes (George et al., 2016; Sivarajah et al., 2017); 
(2) data cleansing and mining, for extracting and cleaning large-scale 
unstructured data and nonnumeric data (George et al., 2016; Sivar-
ajah et al., 2017); (3) data fusion and integration, for aggregating and 
integrating cleaned data for quantitative analysis (George et al., 2016); 
(4) data analysis and modeling, for using various algorithms and tech-
niques to understand the intricacy of the underlying patterns in the data 
(George et al., 2016; Mariscal et al., 2010); and (5) data interpretation, 
for interpreting the discovered data patterns and making them 

L. Ye et al.                                                                                                                                                                                                                                       



Journal of Business Research 128 (2021) 381–390

383

understandable for users, including visualizing their extracted sense and 
knowledge, removing redundant or irrelevant patterns and translating 
the useful patterns for decision makers (Mariscal et al., 2010; Simonet 
et al., 2015; Sivarajah et al., 2017). 

Academic studies show that BDA can deliver potentially immense 
economic and social value (Grover et al., 2018; Günther et al., 2017; Tim 
et al., 2018). Regarding economic value, studies show that by adopting 
BD, organizations gain specific guidance for day-to-day operations and 
strategy orientation that can drive decision-making processes and result 
in increases in profit, business growth and competitive advantage 
(Davenport et al., 2012; Günther et al., 2017; Sivarajah et al., 2017; 
Tyagi, 2003). Regarding social value, studies show that BD can be 
analyzed to enhance information transparency, increase citizen 
engagement in public affairs (Kim et al., 2014), public safety and se-
curity (Newell & Marabelli, 2015), and improve education, healthcare 
(Cazier et al., 2015; Raghupathi & Raghupathi, 2014) and other aspects 
of social well-being. 

In general, the existing literature is from the perspective of BD and 
BDA techniques, including advanced analysis tools (Chen et al., 2012; 
Mariscal et al., 2010) and dealing with process (George et al., 2016; 
Günther et al., 2017; Mariscal et al., 2010), challenges (Agarwal & Dhar, 
2014; Sivarajah et al., 2017) and impact effects (Dremel et al., 2018; 
Günther et al., 2017). However, few studies adopt a management point 
of view to explore how BDA is leveraged to achieve digital sustainability 
(Chong et al., 2018; Zhang et al., 2019). Data scientists adopt effective 
triangulation practices with multiple types of data, knowledge and 
methods to guarantee the credibility and impacts of the analysis results. 
The question of exactly how different sources of information are trian-
gulated in BDA is important for research and warrants exploration. 

2.3. Information triangulation theory as the theoretical lens 

Information triangulation compares data across multiple perspec-
tives, sources or methods (Greyson, 2018). It is a kind of complex and 
iterative information practice; that is, it is “an array of established ways 
for individuals to seek and use the information available in various 
sources” (Savolainen, 2008). The information practice lens can be used 
to understand information-related activities and skills focusing on 
manipulating information as an object. Scholars show that information 
triangulation is a common practice used by scientists to improve the 
accuracy, credibility, and validity of findings by reducing the biases of a 
single approach (Greyson, 2018). 

Information triangulation can be divided into four types that can be 
applied in problem solving: data triangulation, investigator triangula-
tion, theory triangulation and method triangulation (Ammenwerth 
et al., 2003; Denzin, 2017; Wijnhoven & Brinkhuis, 2015). In data 
triangulation, two or more independent data sources are sought to 
support phenomena (Ammenwerth et al., 2003; Vikström, 2013). 
Investigator triangulation involves investigators from different back-
grounds who are involved in researching, gathering and analyzing the 
data together (Ammenwerth et al., 2003; Wijnhoven & Brinkhuis, 
2015). The third, theory triangulation, analyzes data based on multiple 
perspectives, hypotheses or theories (Ammenwerth et al., 2003). In the 
fourth, method triangulation, various methods are applied in the study 
of the same phenomenon (Ammenwerth et al., 2003; Kaulio & Marian-
nekarlsson, 1998). There are also two types of method triangulation, 
namely, between-method triangulation and within-method triangula-
tion. Between-method triangulation involves combining different ap-
proaches to test external validity (Kaulio & Mariannekarlsson, 1998); 
within-method triangulation involves combining approaches from the 
same research tradition to cross-check for internal validity (Kaulio & 
Mariannekarlsson, 1998). 

In the BD era, individuals may face challenges seeking, assessing and 
making use of information due to overload (Greyson, 2018). In partic-
ular, scholars must address heterogeneous sources, analyze data with 
valid methods and draw an accurate and credible conclusion. Studies 

show that information triangulation consists of a complex and iterative 
process of information seeking, assessment, and sense-making with data, 
investigator, theory and method triangulation, and it typically results in 
a decision or action (Greyson, 2018; Pee et al., 2020). Combining the 
BDA characteristics of high volume, variety and advanced analysis al-
gorithms, we choose information triangulation as an appropriate lens to 
address our research question and to explore how BDA applied using 
data from multiple domains is leveraged to triangulate data, methods 
and knowledge in solving GCs. 

3. Method 

We adopt the case study methodology, which is appropriate for 
exploratory research (Eisenhardt, 1989; Siggelkow, 2007). In this study, 
we try to answer the question of “how do multidomain data scientists 
use information triangulation in BDA to solve GCs”. The case study 
methodology allows us to explore new topical areas and find answers to 
“how” questions (Pan & Tan, 2011). We chose the DGT issue as the 
exemplar case of multidomain GCs and explored how to reduce the 
harmful effect of dangerous goods transportation on human activities; 
DGT involves geography, transportation planning and human activity 
trajectories. Dangerous goods, such as gas and hazardous chemicals 
transported through and around cities, can potentially harm citizens. 
Solving the DGT issue is beneficial to sustainable cities and commu-
nities, one of the 17 SDGs provided by the UN, as it can make cities and 
human settlements inclusive, safe and resilient (Hashem et al., 2016). 
Thus, tremendous efforts have been dedicated to dealing with DGT in 
both academia and governments (Wang et al., 2017). The phenomenon 
that we focus on in this study concerns the information triangulation 
practices regarding how multidomain DGT issues can be solved through 
BDA, as these are emerging and complex occurrences that have attracted 
little attention from scholars in management and business. Thus, we 
conducted a case study to investigate such novel phenomena in depth to 
develop theory and find meaningful implications (Eisenhardt, 1989). 

In light of our research object, a team of data scientists solving DGT 
problems in China was selected as our case study for two reasons. First, 
this choice allows us to show how BD scientists use BDA to solve GCs that 
are emerging and underrepresented in the existing literature. In 2016, 
this team of scientists developed a novel system called DGeye to identify 
and predict the spatiotemporal risk patterns of DGT and to determine the 
underlying intrinsic mechanisms, providing an innovative way of using 
BDA for sustainable urban planning. Second, this case study serves as a 
revelatory case for exploring the information triangulation practices of 
data scientists in BDA. The establishment of DGeye included data 
triangulation involving multiple types of heterogeneous data, method 
triangulation with regard to data mining and investigator triangulation 
involving scientists with different backgrounds. Thus, this setting allows 
us to explore and better understand information triangulation in BDA for 
solving GCs. 

3.1. Data collection 

Our primary collected data include interview data and archival data. 
In January 2019, we interviewed the core members of the data scientist 
team as well as stakeholders in our selected case. In total, 16 people were 
interviewed from the School of Computer Science at University A, an 
Urban Planning and Design Institute, a Chinese mobile operator and the 
Municipal Government of City B, a mega city in China, including the 
DGeye project leader, project manager, data providers, data analysts, 
data interpreters and government officials (see Appendix B for an 
interviewee list). The interviews were all open-ended, flexible, and 
exploratory in nature; they were occasionally guided by some questions 
related to our theoretical lens (see Appendix C for excerpts of the 
interview topic guides). In summary, 25 h of interviews were conducted, 
and each interview lasted between 45 and 90 min. All interviews were 
recorded and transcribed into Chinese, and two research assistants later 
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translated them into English to ensure data accuracy. 
In addition, we collected archival data from various sources, 

including academic papers, news, websites and published reports. The 
academic papers consist of conference papers, journal papers and theses 
published by the data scientist team. These archival data serve as sup-
porting evidence for triangulation, especially regarding the technical 
details of applying BDA in problem solving. 

3.2. Data analysis 

The data analysis process was inductive and iterative. We began 
analyzing data as we collected them to capitalize on the flexibility of the 
case study methodology (Eisenhardt, 1989; Pan & Tan, 2011). We 
conducted three rounds of data analysis. In the first round, we adopted 
the BDA perspective as our “sensitizing device” (Klein & Myers, 1999). 
The initial round of data analysis involved identifying the main stages of 
BDA practices in DGeye implementation. Consistent with guidelines on 
conducting interpretive case studies (Walsham, 1995), we performed 
multiple readings of the data interview transcripts, archival reports, 
news and academic papers to code the statements that illustrated ac-
tivities related to BDA practices, such as data seeking, processing, fusion 
and interpretation. 

In the next round, we clarified our data by summarizing the narra-
tives about the data scientists’ detailed BDA practices in tabular form 
and categorized the data into themes, which formed the main corpus of 
our subsequent analysis. Information triangulation theory provides us 
with the theoretical sensitivity to organize our data into themes, such as 
data/source triangulation and method triangulation. In addition, we 
derived two new themes, namely multidomain knowledge triangulation 
and solution-driven triangulation with the historical/current situation. 
We adopted existing concepts or explanations and derived new state-
ments to gain a comprehensive understanding of the focal phenomenon. 
We identified the information triangulation practices for solving GCs, 
with statements such as identifying GC-related BD from triangulated 
sources, processing and stacking multi-source BD in unified dimensions, 
fusing BD with methodological triangulation and discovery patterns, 
interpreting and assessing analysis results with multi-knowledge trian-
gulation, and solution-driven triangulation with historical/current 
situation. 

In the third round, we tried to discover potential linkages or re-
lationships among different information triangulation practice stages. 
Based on the existing literature on the BDA process and corpus, we 
proposed an information triangulation process in BDA for solving GCs. 
Except for the linear process, which runs from the beginning of BD 
identifying and seeking to the final application to solve GCs, we also 
added a stage to remove irrelevant data/information and redo the 
analysis between the data fusion and results interpretation stages. 
Finally, we organized the themes into a framework following coherent 
logic (Montealegre, 2002). 

4. Case description 

In recent years, urban safety has been an important issue for coun-
tries and regions. With the rapid agglomeration of population and in-
dustries, various types of dangerous goods, including gas and hazardous 
chemicals, are present in residential areas. In particular, for mega-
lopolises such as Beijing, New York and London, a potentially cata-
strophic risk is posed by these goods, which can not only pollute local 
environments and air but also cause enormous harm to human life. For 
instance, on 12 August 2015, a series of explosions at a container storage 
station storing dangerous goods at the port of City A, a mega city in 
China, killed 173 people and injured hundreds of others; it was one of 
the largest explosions in China in recent years. 

The problem of DGT has attracted great attention from the Chinese 
government and city planners. They care about how hazardous goods 
can be transported and stored away from residential areas, as well as 

how to predict and prevent risk occurrence. A team of scientists 
composed of researchers from University A and the Urban Planning and 
Design Institute was thus motivated to develop a computer system called 
“City Eyes on Dangerous Goods” (DGeye) for real-world DGT risk 
management (Wang et al., 2017). The researchers from University A 
were proficient in computer science and were mainly responsible for 
data seeking, data mining, system design and implementation; the re-
searchers from the Urban Planning and Design Institute had a better 
understanding of geography and urban planning and were mainly in 
charge of specifying requirements and interpreting the results of math-
ematical algorithms to produce understandable explanations. 

Through data mining and analysis, the DGeye results defining risk 
zones were consistent with historical blast sites in City A and predicted 
risk pattern states in City B. The scientists generated a DGT risk analysis 
report for the government and promoted urban reform to reduce the 
dangerous goods risk in cities. During the process of DGeye establish-
ment, scientists adopted information triangulation practices by using 
multiple types of data, methods and knowledge and successfully 
deployed real-world applications. Their detailed practices are described 
as follows. 

4.1. BD seeking and acquisition 

For the scientist team, developing a system to deal with DGT was a 
novel and challenging issue. First, it was necessary to identify GCs 
related to BD. Different from the traditional top-down approaches of 
governments or organizations, the data scientists defined requirements 
in a data-driven manner by considering what types of dangerous goods- 
related data could be accessed and analyzed. Through preliminary dis-
cussion, two broad categories of data were identified: one category is the 
location of dangerous goods, and the other is the location of individuals. 
These two categories of data combined could be used to judge whether 
dangerous goods threatened human life. The project leaders talked 
about the significance of combining different data sources: 

“We realize that one type of data, whether city location, DGT routes or 
places of human activity, can reflect only a single dimension of DGT. 
However, no one had put all types of data together and solved urban 
safety issues. Thus, we decided to consider all of them and identify 
whether there are conflicts between humans and dangerous goods”. 

Based on these potentially accessible data, the data scientist team 
conducted a case study on government officers and city planners who 
were the users of the system to identify the needs and expectations that 
DGeye could address to solve GCs. The case study included three pri-
mary data sources: policies and reports, similar existing cases in other 
countries or cities, and interviews with core government officers and 
urban planners. Through case analysis, two features of DGeye could be 
initially determined, namely, dangerous goods risk pattern identifica-
tion and prediction. The project manager, the director of the Urban 
Planning and Design Institute, expressed the roles of these steps: 

“(DGT)-related policies and reports are good ways for us to grasp user 
needs and to specify goals in DGeye. Existing practices can provide us with 
inspiration on system design and feasible solutions to problems. Most 
importantly, we sought the opportunity to communicate directly with the 
mayor and secretary about our ideas and demands. They gave us their 
opinions, and it worked best”. 

After specifying the requirements of DGeye, the data scientists 
decided to acquire three specific sets of data, the location data of vehi-
cles loading dangerous goods, mobile phone signaling data of in-
dividuals and the city map, to realize risk pattern identification and 
prediction. The location data of vehicles loading dangerous goods are 
provided by the government transportation department. To track the 
location information of all dangerous goods, China requires that such 
goods be equipped with a global positioning system (GPS) terminal and 
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report real-time locations to the local government, with this information 
then being aggregated to the government transportation department. 
The mobile phone signaling data was used to approximate the location 
of city residents; these data were provided by Chinese mobile operators. 
Mobile phone signaling data are records between mobile phones and 
base stations. In addition, city maps, as urban geographic data, were 
acquired from public sources to identify dangerous goods and the lo-
cations of individuals in the city. 

In this study, the data scientists acquired two sets of data: the first 
was for City B from 1 January to 31 March 2015, and the other was for 
City A from 1 January to 28 February 2015. The project leader told us 
that these multiple data sets were acquired from different approaches: 

“It is easy to obtain city maps from public channels. However, the 
dangerous goods transporter trajectory and mobile phone signaling data 
are not easily acquired. Fortunately, we had a collaboration with the 
government transportation department and mobile operators and could 
obtain these data successfully. By combining these data together, we could 
know the location of dangerous goods and citizens in each grid of the city 
moment by moment”. 

4.2. BD processing and conversion 

To determine when and where the dangerous goods transporter 
trajectory and urban citizens had conflicts, these three types of data had 
to be stacked in the dimensions of both time and space. Because these 
data are raw and heterogeneous, data processing, such as cleaning, 
statistical calculation and format conversion, had to be addressed before 
further data stacking. The data cleaning that the scientists performed 
mainly included identifying redundant and worthless noisy data and 
then replacing, modifying, or deleting them. They also had to combine 
real DGT situations and judge whether the data made sense. The data 
analysts who were responsible for DGeye establishment gave an 
example regarding the data cleaning: 

“Take the dangerous goods transporter trajectory as an example. There is 
lots of noise in it because the data that we obtain are not a real ‘trajec-
tory’, they are just a series of location points at different times. Some noisy 
data show that the transporter is in one place at one point but, in the next 
second, is in another place hundreds of miles away. This is illogical, and 
we have to do some mathematics to deal with it”. 

After cleaning, three types of data were prepared for stacking 
through statistical calculation and format conversion. The city map 
served as the geographical base and was converted into a three- 
dimensional partition space, that is, longitude, latitude and time. Mo-
bile phone signaling data were calculated to determine the population 
size in a specific space and time, and the data could then be stacked onto 
the converted city map. Dangerous goods transporter trajectory data 
could also be calculated to quantify dangerous goods in a specific space 
and time. Considering the different magnitudes of these two types of 
data, the data scientists calculated their respective weights. At this 
point, the crowd and dangerous goods location data were all stacked on 
the city map and could be further fused to explore risk patterns. 

4.3. BD fusion and mining 

Next, the data scientists fused the multiple types of data to mine risk 
patterns, which are defined as a set of adjacent zones that are frequently 
together in a risk state in the same period of time. In DGeye, two steps 
are performed. The first is risk pattern mining, which compresses a 
group of risk zones that are spatially adjacent and temporally concurrent 
into a relatively stable pattern. The second is causal network building, 
which involves delving into causal relations for risk attribution, and it 
can predict the state of dangerous goods risk patterns from previous 
states. 

During this process, multiple data points were matched, calculated 
and integrated with algorithms and models. In risk pattern mining, 
latent Dirichlet allocation topic modeling, an a priori-like algorithm, and 
Gibbs sampling were included to generate new variables and judgments. 
In causal network building, the expectation maximization algorithm, 
priori model, likelihood model, naive Bayesian network, logistic 
regression, support vector machine and artificial neural network were 
included to triangulate which worked the most effectively in pattern 
state prediction. The data analysts selected a data fusion algorithm or 
model based on questions and their domain knowledge; the project 
leader said the following: 

“Data fusion has standard methods. It’s worth mentioning that when 
applying it to a specific question, you have to make some changes. For 
example, we used probabilistic graphical modeling in our previous 
epidemiological transmission research, but this method is not suitable for 
solving this DGT problem. Thus, we cannot transfer existing models into 
use directly but have to make adjustments according to our research 
setting and realistic constraining conditions”. 

In total, there was a substantial amount of data being fused (City B: 
the mobile phone signaling data exceeded 100 G, and the dangerous 
goods transporter trajectory data were approximately 25 G; City A: the 
mobile phone signaling data also exceeded 100 G, and the dangerous 
goods transporter trajectory data were approximately 18 G). The above 
data mining algorithms and methods were able to process this BD at 
ever-increasing speeds and to produce DGT patterns and insights that 
had not been previously discovered. According to the evaluation of risky 
precision, the expectation maximization algorithm performed best 
among all algorithms and models, followed by the naive Bayesian 
network and the priori model. 

Through data mining with the expectation maximization algorithm, 
some hidden patterns and their causal relationships were discovered. 
Fig. 1 (see Appendix A) shows the distributions of the risk patterns in 
City A and City B analyzed by DGeye; different colors indicate patterns 
of different sizes (Wang et al., 2017). Other statistics, such as the tem-
poral distributions of risk zone proportions and the temporal distribu-
tions of risk patterns, were also calculated. In addition, expectation 
maximization was verified to achieve the best prediction performance 
compared with other models. 

4.4. Result interpretation and assessment 

Although the data analysts conducted data fusion and data mining in 
DGeye, at this point, all analysis results were in mathematical form or in 
the form of charts. It was difficult for government officials or city 
planners who were not experts in statistics to understand the results 
(Tham et al., 2008). Thus, these DGeye users could hardly provide 
suggestions or assess the analysis results from the perspective of urban 
safety management. 

Researchers from the Urban Planning and Design Institute played an 
important role here. Unlike their counterparts from University A, who 
were proficient in computer science and mathematical analysis, the re-
searchers from the Urban Planning and Design Institute had strong 
domain knowledge with regard to urban planning and could translate 
the mathematical results into findings understandable for government 
managers. The project manager emphasized their role as a data inter-
preter in translating between the two domains: 

“You cannot count on all mayors or other DGeye users having a PhD and 
understanding statistics. You have to make sure that things are presented 
in an intuitive and readily comprehensive way. Thus, this is what we do 
here, translating realistic problems into mathematical problems for data 
analysts and, vice versa, translating mathematical results into under-
standable findings so that other domain experts can give feedback”. 

In addition, the data scientists invited peers to review their results. 
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Regardless of the data process, data fusion or result interpretation, they 
provided their opinions in a modified form, which led to an iterative 
process to improve DGeye. Taking the risk pattern distributions in City B 
as an example, the director of the Urban Planning and Design Institute 
told us what these data interpreters did: 

“When we get the first draft chart (of the risk pattern distribution in City 
B) from the data analysts, we see that there are some risk zones in certain 
places other than some places we take for granted. We must interpret this 
result by combining our knowledge of land use, infrastructure and city 
transportation with that of other peers. If it is hard to translate the result 
into a reasonable explanation, we will seek the reason in previous steps. 
Most often, we may even redo it completely”. 

4.5. The application of DGeye 

Through repeated assessment and iteration, DGeye could be suc-
cessfully employed for various real-world applications. In the applica-
tion to City A, DGeye showed that the dangerous goods depots were too 
close to residential areas, but the correlation between the number of 
patterns and the life rhythm of residents was very weak. The data sci-
entists concluded that the government could monitor only some 
particular areas, such as the port storing chemical materials, but it could 
do so for a whole day. To verify its results, DGeye also accurately 
captured one zone as having a top-ranked risk pattern; this zone was the 
same as the blast site in 2015. After that incident, the government of City 
A took actions to change the dangerous goods depots, and it enhanced 
the monitoring in the depots. 

In the application to City B, DGeye showed that the top-ranked risk 
pattern zones were located in two famous entertainment districts, and as 
a result of these zones, 5% of all downtown areas could be at risk. It was 
also found that a restaurant street in one of the districts was used for the 
transportation of liquefied gas cylinders. In addition, the temporal dis-
tribution of risk patterns had a rhythm similar to that of people’s 
everyday lives. Thus, the data scientists concluded that the government 
should pay more attention to areas downtown in the middle of the day 
when people have frequent activities. The application of DGeye to City B 
was reported to the local government and drove the government to lay 
down gas pipelines for the restaurant street in 2016. 

5. Discussion 

In this section, we illustrate the BDA practices of the data scientists 
from the information triangulation perspective, we show which infor-
mation triangulation practices taken by the different data scientists are 
combined in the BDA process, and we reveal how information triangu-
lation involving multiple types of data, multiple methods and multiple 
domains in BDA can contribute to solving GCs. Fig. 2 (see Appendix A) 
summarizes the whole information triangulation process in BDA for GCs. 

5.1. Identify and seek GC-related BD from triangulated sources 

Based on our case study, we find that identifying and seeking all- 
round GC-related BD from triangulated sources is the first and fore-
most step taken by data scientists in a data-driven approach. Project 
leaders in the scientist team first turn the GC issues, such as the DGT 
issue in our case, into multidimensional data-based specific issues and 
identify the types of GC-related BD that are concerned with this specific 
problem; that is, a problem that can be largely solved by processing 
identified types of BD. In addition, we found that project leaders took the 
types of BD they already possessed or potentially could access into 
paramount consideration. Unlike the top-down approach, in which data 
requirements come from the government or the organization, this is a 
data-driven approach because these data provide a boundary of or 
constraint on the direction of data analysis, which is beneficial for the 

feasibility of solutions. For example, in this study, the location data of 
dangerous goods, urban citizens and cities that the data scientists could 
acquire set boundaries for further possible analysis of DGT. 

Subsequently, our analysis shows that these data boundaries pave 
the way for specifying requirements and solutions with stakeholders for 
solving GCs. According to existing research, multisource requirements 
and related supporting evidence, such as interviews, policies and re-
ports, from stakeholders are beneficial triangulated sources for speci-
fying requirements and solutions (Ammenwerth et al., 2003; Vikström, 
2013). In our case study, DGT requirements, such as identifying and 
predicting the risk patterns in the DGeye system, were specified through 
discussions among scientists, government and city planners and relevant 
secondary data. According to the specific requirements, the specified BD 
could then be confirmed and acquired by project managers through 
multiple accessible channels. To present dynamic and real-world anal-
ysis results, a longer time duration, a larger data size and smaller data 
granularity are preferred. 

5.2. Process and stack multisource BD in unified dimensions 

Processing the multiple heterogeneous data, cleaning the noisy data 
and obtaining well-prepared multisource BD stacks for further fusion is 
the second step, and the practical setting of the GC must be considered 
and related to the data processing. Our findings show that the data an-
alysts responsible for data cleaning, database management and numer-
ical calculation play an important role in this step. First, they have to 
clean noisy data into a standard and complete format, including deleting 
redundant data, modifying nonstandard data and supplementing 
incomplete data from various sources, which is in line with existing BDA 
studies (Mariscal et al., 2010; Sivarajah et al., 2017). More importantly, 
they have to judge the data rationality considering the real situation or 
context in GCs. For example, the data analysts in our case study com-
bined real DGT situations, obtained accurate readings from the data 
with regard to what may happen in the real world, and judged whether 
the data are normal and made sense. 

Next, our case study illustrates how data analysts select unified di-
mensions that all sources of cleaned BD can be converted into or linked 
to. We find that these selection criteria should be capable of supporting 
the realization of requirements or the goals of the solutions to GCs. For 
instance, to identify and predict risk zones in DGeye, the data analysts 
choose the spatial and time dimensions, as these can reveal the space 
and time conflict between DGT and urban citizens. Based on the unified 
dimensions, multisource BD can be calculated and stacked successfully 
(Sivarajah et al., 2017). Unified dimensions with various stacked data 
allow consideration of different aspects of one GC issue, which can 
provide more abundant information in further data fusion. 

5.3. Fuse BD with methodological triangulation and discover information 
patterns behind GCs 

Data fusion with methodological triangulation and the discovery of 
information patterns behind GCs is the third step of the information 
triangulation process; in this step, it is important to select and adjust 
relevant algorithms to make the results more applicable. According to 
our case study, data analysts are mainly responsible for this step, 
including setting up data analysis directions, selecting data fusion 
methods and data mining with multiple algorithms. The data analysis 
directions are based on GC problems according to the different re-
quirements of solving specific GCs, such as two directions of identifi-
cation and prediction in DGeye. For each direction, we have seen data 
analysts turn the requirements from the real world into mathematical 
problems, which they then refined into smaller solution steps. According 
to corresponding mathematical problems, standard applicable data 
fusion methods or improved methods can be applied to answer specific 
questions. 

Consistent with existing studies on data fusion, various sequential or 
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simultaneous combinations of algorithms or methods are used in mul-
tidata fusion, which is a kind of methodological triangulation (Kaulio & 
Mariannekarlsson, 1998). Data fusion paves the way for information 
mining. Some hidden patterns and causal relationships can be discov-
ered according to the requirement of solving GCs, and they form the 
preliminary analysis results. For example, after DGT-related data in City 
A and City B are applied to data processing and mining, data analysts 
perform preliminary risk pattern zone identification and prediction. 

5.4. Interpret and assess the analysis results with multi-knowledge 
triangulation 

The fourth step of the information triangulation process is inter-
preting the analysis results and assessing them with multidomain 
knowledge. In this step, data interpreters serve as a vital bridge and a 
translator among multi-domain experts, and this part of the process may 
lead into iteration when there is no consensus. Existing literature shows 
that data interpreters who know multiple domains but are not profes-
sional analysts are important for translating different types of knowl-
edge among experts and, in particular, for turning mathematical 
analysis into specific-context insights (Sivarajah et al., 2017). In our case 
study, the preliminary analysis results are mainly in the form of math-
ematical statistics or visualized charts; thus, it may be very hard for 
others who are proficient only in specific domain knowledge of GCs, 
such as experts in city planning, city safety or geography who, in our 
case, may have difficulty understanding statistics. Thus, it is necessary 
for data interpreters to translate mathematical analysis into specific- 
context insights. 

Our analysis shows that data interpretation makes it possible for 
experts from different fields to understand analysis results (Mariscal 
et al., 2010). Through interpretation, multidomain knowledge barriers 
are broken, and all experts on the team can easily understand the 
meaning of what has been done in previous steps. These previous steps, 
involving data cleaning, data processing, data fusion and data mining 
and analysis results, can be judged and assessed by multidomain experts. 
If steps had errors, were not precise or the results deviated from common 
sense and could not be explained with specialized knowledge, it may 
also lead to an iteration or even a redo. Therefore, this process represents 
a complex but comprehensive multi-knowledge triangulation method 
for checking current progress and results. 

5.5. Solution-driven triangulation with the historical/current situation 
and application to solve GCs 

Finally, the information triangulation process is completed by 
solution-driven triangulation with the historical/current situation, 
wherein triangulation with the latter can generate social impact through 
application to solve GCs. We identify two verifications that the trian-
gulation can complete. One is to verify the triangulated solution with 
historical incident-based data, which contributes to a specific GC 
knowledge base. Because historical incidents have already happened 
and are unchangeable, analyzing historical data is an effective approach 
to verify whether the solutions to GCs are credible. For example, in our 
case, the analysis results for City A coincide with a past blast event, 
proving that DGeye is an effective and accurate solution for the DGT 
issue. This is an incident-based triangulation that can provide manage-
ment implications, such as how to monitor dangerous zones and prevent 
similar incidents from occurring. 

The other approach is to verify the triangulated solution with current 
local-based requirements, which in turn generates policy implications. 
Because the current local-based condition is an everyday situation, 
analyzing daily data and verifying with general requirements are 
effective and credible triangulated approaches. This approach can also 
provide support for political officials or other stakeholders of GCs and 
generate social impact because the patterns or predictions in the analysis 
results can reveal problems in the current situation and drive the 

adoption of improved practices, such as the reconstruction of gas pipe-
line zones in City B by municipal government. 

6. Conclusion 

Our study set out to address the following research question: How do 
data scientists use BDA to triangulate data, methods and knowledge in 
solving GCs? In this study, we treat BDA as a powerful tool for digital 
sustainability that can solve social problems, uncover the information 
triangulation process and identify the crucial roles of data scientists 
when using BDA for GC solutions. Through a case study of how DGT 
issues are addressed by data scientists in China, we discover project 
leaders, data cleaners, data analysts, data interpreters and other data 
scientists playing important roles in the information triangulation pro-
cess, which include identifying and seeking GC-related BD from trian-
gulated sources, processing and stacking multi-source BD in unified 
dimensions, fusing BD with methodological triangulation and discovery 
patterns, interpreting and assessing analysis results through multi- 
knowledge triangulation (removing irrelevant data/information and 
repeating the analysis) and solution-driven triangulation with the his-
torical/current situation and through applications to solve GCs. Our 
findings make several contributions. 

First, we contribute to research on GCs and discuss how BDA can be 
used in solving multidomain GCs from a management point of view. 
Existing studies on GCs are dispersed across individual disciplines, such 
as meteorology, geography, or medicine, and most of them focus on 
technological details and methods (Chen et al., 2012; Eisenhardt et al., 
2016; Ferraro et al., 2015; Mariscal et al., 2010). Our study adopts a 
management perspective and focuses on how BD can be leveraged by 
data scientists to form solutions for solving multidomain GCs, such as 
how GC-relevant BD can be identified and sought, how different algo-
rithms and models can be triangulated to discover patterns, how 
multidisciplinary scientists can cooperate with domain experts from 
other fields, and how the ultimate solution can be verified and applied to 
solve GCs. Beyond technical issues, this study provides management and 
societal implications for data scientists who focus on GCs using BDA. 

Second, we enrich the theory of information triangulation and pro-
pose detailed triangulation practices for solving GCs. Existing studies 
have proposed basic types of information practices, such as the seeking, 
assessing and sense-making of data; investigator, theory and method 
triangulation; and their derivations in different contexts (Ammenwerth 
et al., 2003; Denzin, 2017; Greyson, 2018; Wijnhoven & Brinkhuis, 
2015). Our study shows a novel information triangulation practice in the 
context of BDA for GCs, including data source triangulation, methodo-
logical triangulation, multi-knowledge triangulation and solution- 
driven triangulation. It is worth mentioning that we propose solution- 
driven triangulation here and point out two ways of verifying triangu-
lated solutions, namely, with historical incident-based and current local- 
based situations, which enrich the theory of information triangulation in 
the BDA context. 

Third, we also offer some practical implications for business orga-
nizations aiming to solve social problems and pursue sustainable 
development. Many business enterprises have been conscious of 
committing to corporate social responsibility and trying to generate 
social impact beyond business profit. With an increasing number of R&D 
staff and scientists working in industry and finding GC solutions, it is 
essential to determine how to leverage these knowledge resources to 
solve GCs from a management perspective (Pee et al., 2010). Our study 
finds that some key roles are prominent in this process, for example, 
project leader, data cleaner, data analyst, and data interpreter. These 
roles are responsible for different parts of the information triangulation 
process. One particular role is data interpreter, who constitute a key 
bridge between multiple fields and are good at translating different 
types of professional knowledge into forms of expression that can be 
understood by other experts (Pee & Chua, 2016). Enterprises should pay 
attention to the arrangement and allocation of these core GC project 
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members. 
Last, but not least, there are still some limitations in our study. First, 

we study the DGT issue as a case of GC and conduct a single case study. 
Thus, we provide the information triangulation process in BDA for 
solving GCs only on the basis of the DGT issue. In the future, researchers 
can discover other GC issues leveraging BDA and modify our findings. 
Second, although our study identifies some important roles in the in-
formation triangulation process, these roles play a part in relatively 
independent stages. It is still not clear whether and how these roles 
collaborate. In the future, researchers can explore the collaboration 
among knowledge resources in enterprises for solving GCs, which can 
make a further contribution to business organizations. 
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Appendix A. Figures 

See Figs. 1 and 2. 

Appendix B. List of interviewees  

Interviewees Description Number of 
informants 

Project leader Professor in the School of Computer Science at University A; led the DGeye project and related urban computing projects 1 
Project manager Director of the Technology Innovation Center at the Urban Planning and Design Institute; provided project requirements and translated 

the data mining results for urban planning issues 
1 

Data providers Director and staff of the government transportation department; collaborated with team from University A; responsible for managing 
GPS and dangerous goods location data 

3 

Data providers Staff of Chinese mobile operators; collaborated with team from University A; responsible for managing mobile phone signaling data 2 
Data analysts Researchers in the School of Computer Science at University A; responsible for DGeye system establishment and pattern mining 2 
Database 

administrator 
Researcher in the School of Computer Science at University A; responsible for dangerous goods transporter trajectory management 1 

Database analysts 2 

(continued on next page) 

Fig. 1. Distributions of risk patterns in City A and City B from DGeye.  

Fig. 2. Information triangulation process in BDA for solving GCs.  
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(continued ) 

Interviewees Description Number of 
informants 

Researchers in the School of Computer Science at University A; responsible for data cleaning, data processing of dangerous goods 
transporter trajectory in the database 

Data interpreters Staff members of the Technology Innovation Center at the Urban Planning and Design Institute; responsible for geographic information 
systems and smart city-related work 

2 

Government 
manager 

Government officers of Municipal Government in City B; responsible for urban planning and construction and DGeye results assessment 2  

Appendix C. Excerpts of the interview topic guides 

General questions for the researchers from University A  

1. Please tell us about your background and what you were responsible for in the DGeye project.  
2. Please tell us about your motivation in the DGeye project.  
3. What was DGeye used for? What features did DGeye provide?  
4. Over how many stages was DGeye developed from an idea to a system? Which kind of work had to be done in each stage?  
5. How many data sources did DGeye require? How did your team acquire the multiple types of data?  
6. How were BDA methods used in establishing DGeye (e.g., multidata fusion, knowledge modeling, pattern identification and prediction)?  
7. How did DGeye work in real-city application? What social impacts did it have? 

General questions for the researchers from the Urban Planning and Design Institute  

1. Please tell us about your background and what you were responsible for in the DGeye project.  
2. Please tell us about your motivation in the DGeye project.  
3. How did you collaborate with the researchers from University A?  
4. What was the difference in focus between the researchers from the Urban Planning and Design Institute and those from University A?  
5. How did you plan the DGeye project according to different stages?  
6. What challenges did you face in the DGeye project, particularly with regard to acquiring the multiple types of data?  
7. What did you do with the BDA results? How did you make them more understandable? 
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