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Ride-on-demand (RoD) services such as Uber and Didi are becoming increasingly popular, and in these services
dynamic prices play an important role in balancing the supply and demand to benefit both drivers and passengers.
However, dynamic prices also create concerns. For passengers, the “unpredictable” prices sometimes prevent them
from making quick decisions: one may wonder if it is possible to get a lower price if s/he chooses to wait a while. It
is necessary to provide more information to them, and predicting the dynamic prices is a possible solution. For the
transportation industry and policy makers, there are also concerns about the relationship between RoD services
and their more traditional counterparts such as metro, bus, and taxi: whether they affect each other and how.

In this paper we tackle these two concerns by predicting the dynamic prices using multi-source urban data.
Price prediction could help passengers understand whether they could get a lower price in neighboring locations
or within a short time, thus alleviating their concerns. The prediction is based on urban data from multiple
sources, including the RoD service itself, taxi service, public transportation, weather, the map of a city, etc. We
train a simple linear regression model with high-dimensional composite features to perform the prediction. By
combining simple basic features into composite features, we compensate for the loss of expressiveness in a linear
model due to the lack of non-linearity. Additionally, the use of multi-source data and a linear model enables us
to quantify and explain the relationship between multiple means of transportation by examining the weights of
different features in the model. Our hope is that the study not only serves as an accurate prediction to make
passengers more satisfied, but also sheds light on the concern about the relationship between different means of
transportation for either the industry or policy makers.
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1 INTRODUCTION

Emerging Ride-on-demand (RoD) services such as Uber and Didi are becoming increasingly popular in
recent years. They attract passengers by their convenience, as well as flexible and affordable prices; and
attract drivers who want to drive more flexibly with their own cars.

Dynamic pricing is the core and distinctive feature in RoD service, and it reflects the effort in balancing
the supply (the number of cars on the road) and demand (the number of passengers’ requests): a higher
price reduces demand and increases supply in a busy area, and a lower price does the opposite in a
non-busy area. This makes the service more responsive for both drivers and passengers. To be more
specific, dynamic pricing is always represented by a “price multiplier”: the price of a trip is the product
of the price multiplier (based on the supply & demand condition nearby) and a fixed normal price (based
on the estimated distance & time of the trip). The fixed normal price is similar to the price of a taxi trip,
so we only focus on the price multiplier in this paper.

Despite the convenience and flexibility, dynamic pricing exerts mental burden on passengers and makes
them less satisfied. In traditional taxi service with fixed pricing, passengers can estimate the trip fare
based on personal experience. In emerging RoD service, however, they have an extra task before making
decisions: guessing the price multipliers based on their estimate of the supply & demand condition nearby.
For an individual passenger without relevant information, the estimate is invariably inaccurate and usually
prevents them from making decisions at ease. Giving more information to passengers help ease the burden,
including, for example, explaining why the current price is high or low, giving a recent history of prices
to passengers, predicting the prices in the next time slot in the neighboring locations, etc. Among them,
the most direct one is price prediction, and passenger could rely on the results to make quick decisions.
Predicting dynamic prices can be helpful for passengers. Any third-party can use the result of price

prediction to benefit passengers. For example, a mobile-app can be developed to help passengers make
decisions at ease and compare the price multipliers among one or more service providers. Specifically, the
app can use the price prediction results to answer the following questions:

∙ For each service provider, what’s the dynamic price for one passenger request (at a particular time
and location)?

∙ For each service provider, what’s the dynamic price for this request if the passenger can wait for a
while, or can walk away for hundreds of meters to get a car?

With the above information, one can then make decisions at ease by knowing: (a) by choosing which
provider s/he can get the lowest price and (b) whether it is a good time and location to request a ride.
Dynamic price prediction has not received much attention in RoD services. In general, there are two

ways of predicting prices. One way is to predict the supply & demand and then guess the relationship
between dynamic prices and the supply & demand, as seen in [10]. Because most RoD services keep
their dynamic pricing algorithms as secrets, guessing this relationship from data is not accurate enough
to generate a good prediction. Furthermore, the prediction of supply & demand itself also brings some
inaccuracies. Another way omits the details in between, and predicts the price multiplier directly based
on historical data, including the price multipliers and features relevant to supply & demand. This way
does not try to unveil the “secret algorithms”, but is easier to generalize: the prediction is achievable as
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long as one can collect historical data, regardless of the service provider-specific algorithms. Our past
work [18] uses methods such as time-series analysis and neural networks to predict dynamic prices, but
only at the granularity of a city cell or functional area. We also do the prediction in this manner here.

The adoption of dynamic pricing distinguishes RoD services with traditional means of transportation
such as bus, metro, and especially, taxi, but meanwhile it also raises concerns about the relationship
between them. For example, there are always worries among taxi practitioners that new RoD services
would undercut their business, and this is part of the reasons why Uber, the most influential RoD service
provider in the world, is involved in some disputes, protests and lawsuits in different cities. As another
example, there are also concerns if RoD services are killing other means of public transportation such as
bus or metro. These concerns necessitate a study on the relationship between them: whether different
means of transportation affect each other and how.
In this paper, we address the above concerns by predicting dynamic price multipliers based on multi-

source urban data. Features are extracted from urban data, and a linear regression model is trained to
predict price multipliers. The rationale behind using multi-source urban data and linear regression model
is explained as follows:
Multi-source Urban Data. We collect urban data from multiple sources, including the RoD service
itself, taxi service, public transportation, weather, the map of a city, etc. This helps us to:

∙ extract more features from data, and to make our prediction more accurate;
∙ understand the relationship between different means of transportation by combining features from
different data sources together.

Linear Regression Model with High-dimensional Features. There are generally two paradigms
of predictive models: (a) complicated non-linear models with a small number of features [15, 25] and (b)
simple linear models with a large number of features [24, 35, 41]. While the inherent non-linearity in the
former paradigm helps to describe a model accurate enough with a few features, it is hard to determine
how different features contribute to the prediction result. By comparison, in a linear regression model
one can clearly determine the contribution of different features based on the corresponding weights. To
make the prediction result more accurate with a linear model, we make use of our multi-source urban
data and integrate features from different data sources to form new, high-dimensional composite features.
This feature-integration procedure generates new sets of features with significantly higher dimension,
and boosts the descriptive power of a linear model by characterizing the relationship between different
features through composite features. Furthermore, while the use of multi-source urban data helps us to
understand the relationship between means of transportation, the use of a linear regression model helps
us to step further and to quantify the relationship.
Contributions. Our contributions are three-fold:

∙ This paper is in the series of our study on RoD services, and trains a prediction model for dynamic
prices at a much finer granularity, following [18]. Different from [18] that only predicts the hourly
average price multiplier at the granularity of city cells and functional areas, now we predict the
dynamic prices in RoD services on the basis of individual user request in any location. We train a
linear regression model with features of thousands of dimensions, and discuss the contribution of
various features.

∙ We introduce multi-source urban data in price multiplier prediction, as price multipliers are
influenced by many different factors in addition to time and location. Specifically, we consider the
influence of other transportation services on the dynamic prices in RoD service, including bus,
metro and taxi. This not only makes our prediction more accurate, but enables us to quantify
the relationship between different means of transportation as well. We also use POI information
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from the map of city to characterize the locations passengers requesting for rides. The description
and features from POI information make our characterization more accurate and having a finer
granularity.

∙ To the best of our knowledge, this is the first effort that tries to involve multi-source urban data to
quantify the relationship between different means of transportation. Besides presenting an accurate
prediction result and providing insights about different features, we also discuss quantitatively how
the availability of taxi and the presence of bus and metro affect the dynamic prices of RoD services.
Besides technical results, we hope our effort could help the industry or policy makers regarding the
concern about the relationship between different means of transportation.

The remainder of the paper is organized as follows. We review related work in §2. In §3 we describe
the multi-source urban datasets used in the study, and §4 introduces our feature engineering. §5 presents
the linear regression model. We evaluate our model and discuss the relationship between different means
of transportation in §6. Finally, §7 concludes the paper.

2 RELATED WORK

Ride-on-demand Service. Most studies on RoD services are centered on dynamic pricing. [10] tries to
evaluate Uber’s surge pricing mechanism based on the measurement treating Uber as a black-box, and
predicts future prices based on a guessed relationship between price multiplier and supply & demand. The
prediction is not accurate enough, due to the lack of real service data and the inaccuracies in guessing
the relationship. The authors in [19–21] study and analyze the demand, the effect of dynamic pricing
and passengers’ reaction to prices in RoD services. In [18] the authors present a preliminary study on
predicting price multipliers, but at a coarser granularity spatio-temporally. Specifically, [18] only uses
the RoD service data and weather data to predict the hourly average price multiplier in city cells or
specific city functional areas. The authors define a metric to characterize the variation pattern and the
predictability of price multipliers in different regions in the city, and use different predictors such as
Markov-chain predictor or neural network predictor in different regions based on the defined metric. Their
work is a reflection of the varying price multipliers in different time and locations, and can tell passengers
“when and where you may get a lower hourly average price multiplier”. Other works focus on economic
analysis of the effects of dynamic pricing [22], the supply elasticity [11], consumer surplus [12], etc.
Taxi and Other Transportation Services. Our work on price multiplier prediction is inspired by

previous work on taxi demand prediction. [31] uses neural network to forecast the taxi demand from
historical data; [29] uses SVM to determine the most related feature of taxi demand; [7] uses taxi GPS
trajectories to detect anomalous trips; etc. The availability of public taxi dataset leads to a number of
related studies. For example, [52] uses taxi trajectory data to detect flawed urban planning, and [48]
recommends driving directions based on patterns mined from historical taxi trajectory data. Besides,
data from taxi and other transportation services have also been used in traffic speed prediction [43],
event detection [3], city pattern prediction [16], city structure discovery [42], human mobility [6, 37, 38],
safe driving [47], crowd management [14, 49] and taxi ride-sharing [23, 33, 36]. Crowdsensing is a heated
research topic in studying transportation services in recent years, and can help to collect multi-source
urban data, especially the service data of transportation services. [17] reviews the features, frameworks
and applications of mobile crowd sending. [44] studies how to leverage the spatial and temporal correlation
of the data to reach an equilibrium between sensing cost and data quality. [8] leverages the crowd power
of taxi drivers to achieve city-wide package deliveries. [9, 46] discusses two application scenarios of crowd
sensing.
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Dynamic Pricing and Concerns. Dynamic pricing is not an invention in RoD service, and it has
been used in lots of services and scenarios to either improve service efficiency or manipulate supply and
demand in different forms. For examples, it has been used in Internet retail [5], inventory management [4],
hotel booking [28] and airline pricing [34]. For the RoD service, the mental burden created by dynamic
prices have been discussed previously. [21] shows that during morning rush hours, the probability of
finding a lower price multiplier within 1km is about 75.99%. The probability is 76.10% and 34.21% for
evening rush hours and non-rush hours. [20] shows that only in 39.77% cases a passenger accepts the
price multiplier after only one fare estimation. Concerns about the relationship between RoD service and
taxi service or public transportation could also be found in news reports such as [1, 27, 32].

3 MULTI-SOURCE URBAN DATASETS

In this section we present the multi-source urban datasets used in predicting price multiplier, including
the event-log data from a RoD service, the GPS trajectory data from taxi service, the bus & metro
distribution data, the POI data and the weather data. Tab. 1 summarizes our datasets and their fields.

3.1 RoD Service Event-log Data

Our data of the RoD service is collected from Shenzhou UCar (http://www.10101111.com/), one of the
major RoD service providers in China. By the end of 2015, Shenzhou UCar’s service covers more than 50
cities in China, with a fleet of more than 30,000 cars, offering more than 300,000 trips per day [39].
We first explain the user interface of the mobile app, as shown in Fig. 1, to illustrate the work-flow

of a typical RoD service. A user usually opens the app and types the boarding location A and arriving
location B. S/he could also choose “when to ride (now or several minutes later)” and “using coupon”.
After the user has specified the locations and chosen all available options, the app sends the relevant
information back to the service provider and obtains (a) the estimated trip fare and (b) the current
dynamic price multiplier, which are displayed to the user. Note that the service provider often sets a
lower and upper bound on the price multiplier in the service policy. The user then chooses either to
accept the current price (by pressing “Ride a Car!” button) or give up the current fare estimation if s/he
considers the price multiplier too high.
Each time when the mobile app sends all the information to the service provider and returns the

current price multiplier and the estimated trip fare, an EstimateFee event is generated, and this is the
source of our event-log dataset. Our dataset contains the complete record of EstimateFee events in the
complete 4 months from Aug to Nov, 2016 in Beijing. Each entry corresponds to a single event, and
includes fields such as event time, event location (longitude and latitude), estimated fare, price multiplier,
passenger device IMEI, etc. The dataset contains 14,587,353 entries, and all are properly anonymized.
In the dataset, we find out that the service provider sets a lower and upper bound for the price

multiplier. The lower bound is 𝑚 = 1.0 and the upper bound is 𝑈 = 1.6. So all possible multipliers are
1.0, 1.1, 1.2, 1.3, 1.4, 1.5 and 1.6.

In this subsection, we present some results that show how different price multipliers could be in different
locations or during different time periods. We first show the variation of hourly average price multiplier at
the level of city functional areas. We select some typical business (i.e., the place for working), residential
(i.e., the place for living) and transportation (e.g., airport terminals and railway stations) areas in Beijing,
and show the variation of hourly average price multipliers in Fig. 2. The criteria of selecting these typical
functional areas could be found in [19] and is not discussed here.
We then divide the map of Beijing into 2500 (= 50 * 50) rectangular cells of the same size, and

investigate the average price multiplier of all events taking place in each cell during some particular time
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Fig. 1. The user interface of
a typical RoD service.

Table 1. A summary of datasets and fields.

Dataset Fields

RoD event time, event location, estimated fare, price multi
plier, passenger device IMEI.

Taxi upload time, latitude, longitude, heading, speed,
full flag, car plate.

Bus & # of bus stations, # of bus lines,
metro # of metro stations, # of metro lines.
POI # of POIs of 14 categories (car service, restaurant, sho

-pping, sports & entertainment, hospital, hotel, scenic
spot, business & residential building, government, edu
-cation & culture, transportation facility, finance & ins
-urance, business and lifestyle).

Weather temperature, wind speed, humidity, pressure, visibility,
weather condition.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
1

1.1
1.2
1.3
1.4
1.5

(a) business area

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
1

1.1
1.2
1.3
1.4

(b) residential area

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28
Day

1
1.1
1.2
1.3
1.4

(c) transportation area

Page 1 of 1

2017/6/17file:///E:/new_data_from_henan_8_to_11_event_log/ProcessedDatFile/combined_08_to_11_4WeekBundle/area123_avg_price_multiplier_over_4_week_bundles.svg

Fig. 2. The variation of hourly average price multipliers in different functional areas.

periods. Fig. 3 to 5 show the average price multiplier during morning rush hour (i.e., 8am to 9am), a
non-busy hour (i.e., at noon) and evening rush hour (i.e., 6pm to 7pm) on weekdays. By comparison, the
average price multiplier during [8am, 9am] on weekends is shown in Fig. 6. We also show the number of
EstimateFee events taking place in each cell during morning (Fig. 7) and evening rush hour (Fig. 8)
on weekdays. Note that the number of events is an approximate of the total demand, i.e., the sum of
met and unmet demand from passengers. In Fig. 3 to 8, the deeper the color of a cell, the larger the
corresponding metric (i.e., the average price multiplier or the number of events).
There are some basic observations we obtain from these figures:

∙ The regularity of the variation of price multipliers is closely related to the locations of passengers.
In some location (e.g., transportation area) the variation is more regular, whereas in some locations
(e.g., business area) it is more random.

∙ The average price multiplier of a location is related to hour-of-day, day-of-week, and the location.
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Fig. 3. The average price multiplier
during [8am, 9am] on weekdays.

Fig. 4. The average price multiplier
during [12pm, 1pm] on weekdays.

Fig. 5. The average price multiplier
during [6pm,7pm] on weekdays.

Fig. 6. The average price multiplier
during [8am, 9am] on weekends.

Fig. 7. The number of EstimateFee
events during [8am, 9am] on weekdays.

Fig. 8. The number of EstimateFee
events during [6pm,7pm] on weekdays.

∙ Passengers’ potential demand (i.e., the number of EstimateFee events) also varies significantly in
different locations, hour-of-day, and day-of-week.

3.2 Taxi Service GPS Trajectory Data

In order to figure out the relationship between RoD service and the traditional taxi service, we also collect
GPS trajectory data from the taxi service in Beijing. The taxi data helps us to (a) capture the operating
status of taxi service in the city and (b) characterize the general traffic condition of different locations.
For examples, “whether a particular region is busy during a particular time period”, “the number of
available taxis around a particular region”, etc.

Our dataset covers the GPS trajectory data of about 30,000 taxis in Beijing in November, 2016. Each
taxi uploads one GPS data entry about every 30 seconds during operation. For each day, the volume of
dataset ranges from 45 to 50 million entries. Each entry contains the following fields:

∙ upload time: the timestamp of this entry;
∙ latitude & longitude: the location of the taxi;
∙ heading & speed : the heading and driving speed of the taxi;
∙ full flag : whether the taxi is full or available;
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∙ car plate: the MD5-encrypted string of the taxi’s plate number.

With the GPS trajectory and especially the full flag of a taxi, we can easily determine all the trips a
particular taxi serves each day. Specifically, the full flag changing from “available” to “full” indicates
that a passenger is getting on a taxi; and the reverse direction indicates that a trip is finished.
With the GPS trajectory and trip information of taxis, we could then extract relevant features from

the taxi service’s dataset. This is explained in §4.1.

3.3 Bus and Metro Distribution Data

The distribution of bus & metro helps to characterize the availability of public transportation around
different locations, and enables our study on the relationship between them and RoD service.
The most accurate description of the bus and metro distribution should be like “the number of buses

around a particular location during a particular time period”, and could be obtained by, for example,
examining the smart-card usage data (i.e., “how many people wipe their smart-card on a bus”) or collecting
the GPS data of bus & metro. However, bus & metro have relatively fixed time tables, and most people
decide whether to take public transportation based on the the availability of bus & metro lines/stations
nearby, instead of the availability of bus & metro nearby. So we turn to an easier method to acquire our
datasets by simply counting the number of bus & metro lines and stations nearby.
We crawl the above data from AMap service (one of the most popular digital map service providers

in China) using its JavaScript API [2]. Specifically, for a location (i.e., a pair of longitude and latitude)
given in an entry of the RoD service dataset, we count the number of bus & metro lines and stations
within a 500-meter radius of the location. As a result, the volume of this dataset is the same as that of
the RoD service dataset. For the whole city, there are more than 7,700 bus stations and about 380 metro
stations, and we plot the distribution of bus & metro stations in Beijing in Fig. 9 and 10. In these figures,
each point represents a bus or metro station.

Fig. 9. The distribution of bus stations in Beijing. Fig. 10. The distribution of metro stations in Beijing.

3.4 POI Data

This dataset mainly contains the POI (point of interest) information. The goal of using POI information
in our study, is that we hope some properly selected POI features could represent the location information
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given a pair of longitude and latitude values. As we point out in Fig. 3 to 8, either the price multiplier or
the number of events is closely related to the location in which an EstimateFee event takes place. For
example, the number of events is significantly higher around airport terminals or railway stations; the
price multiplier is, on average, much higher in some business areas during evening rush hour than in other
locations. We want to find our some features to accurately describe this sort of location information.
Similar to the bus and metro distribution data, we also crawl POI data from AMap service. This

map service provider categorizes each POI on the map into 14 coarse categories: car service, restaurant,
shopping, sports & entertainment, hospital, hotel, scenic spot, business & residential building, government,
education & culture, transportation facility, finance & insurance, business and lifestyle. For a location
(i.e., a pair of longitude and latitude) given in an entry of the RoD service dataset, we count the number
of POIs of each of these 14 categories within a 500-meter radius of the location, and use the resulting
vector as our POI data. The volume of the POI dataset is the same as that of the RoD service dataset.

Some previous work may associate a location with its nearest POI and use its category to describe the
location. We consider this way to be not accurate enough. For example, a passenger is standing out of a
big shopping mall and there are also some restaurants or lifestyle services around him. It is possible that
a particular restaurant is the nearest POI, but the big shopping mall turns out to be the reason why the
passenger is standing here requesting for the RoD service.

3.5 Weather Data

Weather should also be a factor that influences either the dynamic prices or the number of EstimateFee
events. Intuitively, a higher demand is triggered when there is a bad weather, such as rain, fog, low
visibility, extreme temperature, etc.

We turn to timeanddate.com for the weather data. We crawl the weather data in every 3 hours in
the complete 4 months from August to November, 2016 in Beijing, corresponding to the time range of
the RoD service data. The weather data includes the following fields: temperature, wind speed, humidity,
pressure, visibility and weather condition. The first five fields have self-explanatory names, and weather
condition categorizes the weather into the the following 17 types: ice fog, partly sunny, sprinkles, scattered
clouds, heavy rain, dense fog, sunny, clear, overcast, light rain, low clouds, haze, fog, rain, passing clouds,
light fog and light snow.
It is true that the weather dataset has a coarser granularity compared to the other four datasets.

Firstly, we only have the weather of the whole city of Beijing, instead of having the weather information
associated to each smaller region. Secondly, the weather information is updated every 3 hours. This is
due to the availability of the weather history data, but we consider our crawled data is enough to make
some sense: compared to other factors, the weather condition is a factor that affects a far larger area and
its effect usually lasts much longer.

3.6 Data Collection

We provide some discussions on data collection here. In this paper we mainly discuss our methodology
based on the collected multi-source urban data, and as long as the required datasets can be obtained,
researchers can adopt our methodology to perform dynamic price prediction. Except the RoD service
data, other datasets either can be crawled from public services or have many public datasets online. The
RoD service data may not be readily available as it is still an emerging service, but we suggest that there
are still some possible ways to collect RoD service data, and in the following we give some examples:

∙ The data can be collected from a service provider through, for example, open API or research
collaboration.
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∙ The data can be collected in a crowd-sourcing fashion. For example, researchers or developers can
develop a mobile app that asks users to report their experience of using RoD service, and those
who report regularly can enjoy the free price prediction service or other forms of incentives.

∙ Government agencies can build a platform of monitoring purpose, and require different service
providers to disclose certain level of information with proper anonymization.

As a result, researchers, personal developers, government agencies or any other third-parties have different
methods of collecting the required data and perform price prediction for passengers. The flexibility of
data collection also makes our study on dynamic price prediction practical and meaningful.

4 FEATURE ENGINEERING

As we point out in §1, we use a linear regression model in order to quantify the contribution of each
feature to the dynamic price multiplier. A linear regression model requires us to generate high-dimensional
features to compensate the loss of non-linearity in the model itself. We generate high-dimensional features
by integrating features from different data sources, called basic features, to form new, high-dimensional
composite features. In this section, we describe how to extract and integrate such features. Tab. 2
summarizes all basic features and shows some illustrative examples of composite features.

4.1 Basic Features

Basic features are extracted from each of our datasets. Features of the RoD service and taxi dataset
are processed from their corresponding data fields, whereas features of other datasets are simply the
corresponding data fields.

4.1.1 RoD Service Features. We extract the following features from RoD service dataset: month, hour of
day, day of week, day of month, estimated fare, isHoliday, isWeekend, and historical price multipliers.
The historical price multipliers include the average price multiplier in the last 1, 2 and 3 hours within
a 500-meter radius of the location of the corresponding RoD data entry. Because the price multiplier
is regular, to different extents, in different locations as shown in Fig. 2, we expect the historical price
multipliers will influence the current price multiplier. The estimated fare is an indication of the travelling
distance, and when averaged, the average estimated fare in a small region describes the travelling habit of
people in this region from a particular perspective. Other features are temporal features, and as we can
see from Fig. 2 to 8, these features play an important role in predicting the price multiplier. The location
of the EstimateFee event (i.e., a pair of longitude and latitude values) is not used as a RoD service
feature; alternatively, we use the location of the event to extract features from the other 4 datasets. In
the following 4 datasets, “around the location” means “within a 500-meter radius of the location”.

4.1.2 Taxi Service Features. In §3.2, we mention that we have the taxi GPS trajectory data and also
extract the trip information of taxis. From the trip information, we extract 2 features: up count and down
count – the number of passengers getting on (off) taxis around the location (i.e., the pair of longitude
and latitude values in a RoD data entry). From the taxi GPS trajectory, we extract 5 features:

∙ aveage speed : the average speed of full taxis (i.e., with passengers on-board) around the location.
∙ speed variance: the variance of speed among full taxis around the location.
∙ taxi count : the number of taxis appearing around the location.
∙ full taxi count : the number of full taxis appearing around the location.
∙ full taxi ratio: the ratio of full taxis to all taxis around the location.
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Table 2. Feature engineering: basic features and some selected composite features.

Basic features
Dataset Feature Description

RoD month the month the RoD event takes place
hour of day the hour of day the event takes place
day of week the day of week the event takes place
day of month the day of month the event takes place
estimated fare the estimated trip fare for the event
isHoliday whether the event takes place in a holiday
isWeekend whether the event takes place in weekends
historical price multipliers the average price multiplier in the last 1, 2, 3 hours

Taxi up count # of passengers getting on taxis around the location
down count # of passengers getting on taxis around the location
average speed average speed of full taxis around the location
speed variance variance of speed among full taxis around the location
taxi count # of taxis appearing around the location
full taxi count # of full taxis appearing around the location
full taxi ratio the ratio of full taxis to all taxis around the location
variance of taxi count variance of taxi count daily
variance of full taxi count variance of full taxi count daily

Bus & bus station count # of bus stations around the location
metro bus line count # of bus lines around the location

metro station count # of metro stations around the location
metro line count # of metro lines around the location

POI POI counts # of POIs of 14 categories around the location
Weather temperature the temperature of the city at the time of the event

wind speed the wind speed at the time of the event
humidity the humidity at the time of the event
pressure the atmosphere pressure at the time of the event
visibility the visibility at the time of the event
weather condition the type of weather at the time of the event

Composite features
Type Datasets Examples of combinations

Same RoD+RoD (hour of day, day of week), (hour of day, isWeekend)...
dataset Taxi+Taxi (full taxi count, full taxi ratio), (average speed, up count)...

Bus&metro+Bus&metro (bus station count, metro station count)...
... ...

Different RoD+Taxi (day of week, average speed), (hour of day, up count)...
dataset RoD+Bus&metro (hour of day, bus station count), (isHoliday, bus line count)...

RoD+POI (day of week, POI counts), (isWeekend, POI counts)...
ROD+Weather (day of week, weather condition), (historical price multipliers

,temperature), (day of week, visibility)...
Taxi+POI (full taxi count, POI counts), (average speed, POI counts)...
Taxi+Bus&metro (taxi count, bus station count), (up count, bus line count)...
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The up/down count features are an indication of passengers’ demand for taxis and the popularity of the
location. The average speed and speed variance reflect the traffic condition around the location. The other
3 features describe the availability of taxis as well as the popularity of the location.

For the above 7 features, we calculate each of them based on the taxi GPS entries that fall in the same
hour-of-day (called “hourly taxi features”) and in the same hour-of-day and day-of-week (called “daily
taxi features”). Additionally, we extract 2 other daily taxi features: variance of taxi count and variance
of full taxi count to characterize the variance of the availability of taxis and of the location’s popularity.

The above taxi service features can not only reveal information about the taxi service, but also provide
clues to a number of useful facts about the location.

4.1.3 Features of Other Datasets. Features of other 3 datasets are simply the data fields in each dataset,
and we don’t elaborate on them here. These features are listed in Tab. 2.

4.1.4 Feature Normalization. There are two different kinds of features: numerical (e.g., average speed
or bus station count) and categorical feature (e.g., day of week or hour of day). A categorical feature
may take a value that represents one of the several categories, but the value itself does not matter. For
example, the day of week feature have 7 categories (corresponding to Monday, Tuesday, ..., Sunday), and
we pay attention to which category it falls in, instead of the value it takes. For a categorical value, we
apply one-hot extension to transform it into a vector, and the dimension of the vector is the number of
possible categories. In this vector, only one dimension takes the value “1” and other dimensions take the
value “0”. We still take the day of week feature as an example: if we use the 7 dimensions to represent
Monday to Sunday, a day of week variable representing Wednesday can be transformed into a vector
[0, 0, 1, 0, 0, 0, 0].

Then we apply normalization on feature variables:

∙ For categorical feature, there is only one “1” in the vector. So there is nothing to do about
normalization.

∙ For numerical feature, we use 𝑁 to denote the number of samples in the training set. For one
numerical feature 𝑥, it has the value 𝑥1, 𝑥2, ..., 𝑥𝑁 . The normalization transforms each 𝑥𝑖(1 ≤ 𝑖 ≤ 𝑁)
to 𝑥‘

𝑖:

𝑥‘
𝑖 =

𝑥𝑖 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
, (1)

where 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 are the minimum and maximum value among 𝑥1, 𝑥2, ..., 𝑥𝑁 .

The goals of normalization are two-fold. Firstly, normalization unifies the meaning and scale of different
features, so that we are able to perform further processing on them. Secondly, normalization is necessary
for a fast convergence in using gradient descent to train a linear regression model.

4.2 Composite Features

A linear regression model can quantify the contribution of each feature, but it fails to characterize
the correlation between different features. As a result, increasing the number of basic features only
brings limited improvement to our prediction accuracy. It is thus vital to combine basic features to
form composite features that explicitly account for the correlation among basic features. In principle,
we can combine as many basic features together, but this may lead to overfitting and prohibitively high
dimension for model training. In practice, we only combine two basic features to form composite features.
We can combine any two basic features, and then inspect the corresponding weight of the composite

feature in the trained model to see if the combination is necessary. Because of the limited space, we only
explain some illustrative examples of composite features in the following, and Tab. 2 gives more examples.
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4.2.1 Combining Features from the Same Dataset. We can combine features from the same dataset to
express the correlation between different features. For example, in §3.1 we observe that both hour of day
and day of week influence the price multiplier, so we can combine them as a composite feature. Similar
combinations include (hour of day, isWeekend), (day of week, day of month), (full taxi count, full taxi
ratio), etc.

4.2.2 Combining Features from Different Datasets. We can combine features from different datasets, and
this is the key to our study on the relationship between different means of transportation. Combining
features from different datasets also enables us to study the roles of weather and POI data. For example,
we can combine a RoD service feature “day of week” with a taxi service feature “average speed”. Another
example involves a RoD service feature and a weather feature: (historic price multiplier in the last 1 hour,
temperature).

4.2.3 Discussions on Composite Features. We first discuss how to combine the normalized basic features
to form composite features. In the following, we discuss the combination of two basic feature variables 𝑥𝑎

and 𝑥𝑏 to form a composite feature variable 𝑥𝑐:

∙ Both variables are numerical features: in this case we have 𝑥𝑐 = 𝑥𝑎𝑥𝑏.
∙ 𝑥𝑎 is a numerical feature and 𝑥𝑏 is a categorical feature: in this case, the composite feature is
𝑥𝑐 = 𝑥𝑎𝑥𝑏. Note that both 𝑥𝑏 and 𝑥𝑐 are vectors.

∙ Both variables are categorical features: we use 𝑑𝑎 and 𝑑𝑏 to represent the dimensions of 𝑥𝑎 and 𝑥𝑏,
then the resulting variable 𝑥𝑐 has a dimension of 𝑑𝑐 = 𝑑𝑎𝑑𝑏. In particular, if 𝑥𝑎 = (𝑥𝑎1, 𝑥𝑎2, ..., 𝑥𝑎𝑑𝑎)
and 𝑥𝑏 = (𝑥𝑏1, 𝑥𝑏2, ..., 𝑥𝑏𝑑𝑏

), then

𝑥𝑐 = (𝑥𝑎1𝑥𝑏1, 𝑥𝑎1𝑥𝑏2, ..., 𝑥𝑎1𝑥𝑏𝑑𝑏
, 𝑥𝑎2𝑥𝑏1, 𝑥𝑎2𝑥𝑏2, ..., 𝑥𝑎2𝑥𝑏𝑑𝑏

, ..., 𝑥𝑎𝑑𝑎𝑥𝑏1, 𝑥𝑎𝑑𝑎𝑥𝑏2, ..., 𝑥𝑎𝑑𝑎𝑥𝑏𝑑𝑏
) (2)

Using composite features compensates for the loss of non-linearity in a linear regression model by adding
product-form terms. We use a very simple example of combining two numerical features to illustrate this.
Assuming that we have two basic features 𝑥𝑎 and 𝑥𝑏, a simplest linear regression model can be expressed
as 𝑦 = 𝜔𝑎𝑥𝑎 + 𝜔𝑏𝑥𝑏 + 𝑏, where 𝑦 is the predicted value, and 𝜔𝑎, 𝜔𝑏, 𝑏 are the model parameters to be
learned. By adding a composite feature the model then becomes 𝑦 = 𝜔𝑎𝑥𝑎 + 𝜔𝑏𝑥𝑏 + 𝜔𝑐𝑥𝑎𝑥𝑏 + 𝑏. This
shows how using composite features adds non-linear terms into the linear regression model. Though this
example is not rigorous enough, it gives a sense on how composite features work.

5 THE LINEAR REGRESSION MODEL

5.1 The Model

We train a linear regression model on the basic and composite features extracted above to predict dynamic
price multipliers. It is true that there are some other regression models in machine learning that are more
sophisticated, but a linear model is the best fit in our study because of its interpretability. It is thus
possible to determine feature contribution by investigating the weights of corresponding features, so that
we can study what features influence the dynamic prices in RoD service the most. The interpretability also
makes it possible to quantify the relationship between different means of transportation, by investigating
the contribution of those composite features combined from corresponding datasets.

On the contrary, some more sophisticated regression models are not suitable enough to our study due
to the lack of interpretability, although some of them can lead to better prediction accuracy. For example,
non-linear complex models such as neural network or other deep learning models may be able to achieve a
good prediction accuracy with only a small dimension of features, but they are generally hard to interpret.
As another example, decision tree is a non-parametric interpretable model, but in practice a decision tree
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model requires a large number of layers or multiple trees to perform well with high-dimensional features,
which diminish its interpretability.

In this section, we present our linear regression model with high-dimensional features. Before discussing
the technical details, we first clarify how the prediction model works. Given a passenger request (i.e., an
EstimateFee event at a particular time and location), we extract the basic and composite features from
our multi-source urban data, and build a feature vector containing these features. The feature vector is
the input to the linear regression model, and the output of the model is a predicted price multiplier. To
predict the price multiplier based on a passenger request – that is, what the price multiplier will be if the
passenger wait a while or walk away a little bit – we estimate the features at that time and location, and
predict the price multiplier based on the estimated features. How to estimate and extract these features is
another story, and is not the focus of this paper. As our prediction is targeted to each passenger request
instead of specific time or locations, we don’t have the concept of “time window” in our paper. In other
words, we are not predicting the price multiplier in the unit of any pre-defined “time slot”.

We use 𝑦 to denote the dynamic price multiplier in a specific EstimateFee event, and 𝑥 ∈ R𝑚 the
feature vector corresponding to 𝑦. 𝑚 is the dimension of the feature vector, and 𝑥 contains every feature
we introduced earlier in §4. In our case, we build feature vectors of about 4,000 dimensions. With these
notation, we can write our raw feature dataset as 𝐷 = {(𝑥𝑖, 𝑦𝑖)|𝑖 = 1, 2, . . . , 𝑁}, where (𝑥𝑖, 𝑦𝑖) represents
the feature vector and the corresponding price multiplier of the 𝑖-th sample. 𝑁 is the number of raw data
entries in our training dataset: 𝑁 is a fraction of 14,587,353 (see §3.1). Our linear regression model is
trained batch-by-batch, and we also use 𝐷 to represent the raw feature dataset in each batch.
Note that at this stage, all the feature variables are normalized (as described in 4.1.4) so that each

dimension of 𝑥𝑖 is within [0, 1].
The target to be learned is a set of parameter vector, 𝜔, of the same dimension of 𝑥, and an intercept

𝑏. The prediction target (i.e., the predicted price multiplier given a set of features) can be written as
𝑝𝑖 = 𝜔𝑇𝑥𝑖 + 𝑏. The simplest form of the objective function to optimize is a squared error loss with 𝐿1
and 𝐿2 regularizations:

𝑜𝑏𝑗𝑏𝑎𝑠𝑖𝑐(𝜔) =
∑︁

(𝑥𝑖,𝑦𝑖)∈𝐷

(𝑦𝑖 − 𝑝𝑖)
2 + 𝜆1||𝜔||1 + 𝜆2||𝜔||2, (3)

where the latter two terms are for 𝐿1 and 𝐿2 regularizations, with 𝜆1 and 𝜆2 as the trade-off parameter.
The 𝐿1 regularization uses a 𝐿1-norm penalty term to control the sparsity of the learned parameter
𝜔, so that there are more components of 𝜔 becoming zero or close to zero. This is beneficial for the
model’s interpretability, as it makes fewer features have a strong influence on the predicted dynamic
price, while a lot others get a zero weight in the learned model, meaning that these features are irrelevant
to the dynamic price. The use of 𝐿2 regularization, on the other hand, is a common practice in machine
learning to avoid over-fitting, so that there will not be a huge gap between the model’s performance on
the training set and on the test set. It controls the 𝐿2-norm of 𝜔 so that any component of 𝜔 should not
have an overwhelming influence on the predicted price multiplier.

Similar to [41], we also add a spatio-temporal regularization term to our optimization objective of the
linear regression model. The rationale behind this regularization term is that the price multiplier should
be smooth, and EstimateFee events taking place in nearby locations or close in time should have price
multipliers close to each other. In a mini-batch training, we simply choose each batch containing events
close in time or locations, and use the following regularization term:

𝑜𝑏𝑗𝑠𝑝𝑎𝑡𝑖𝑜−𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙(𝜔) =
∑︁

(𝑥𝑖,𝑦𝑖)∈𝐷

𝜑(𝐷)𝑣𝑎𝑟(𝜔𝑇𝑥𝑖 + 𝑏|𝑥𝑖 ∈ 𝐷). (4)
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In (4), 𝑣𝑎𝑟() is the variance of the predicted multipliers in the batch. 𝜑(𝐷) maps the batch of data to a
real value, representing the closeness (in features) of all the data (𝑥𝑖, 𝑦𝑖) ∈ 𝐷. 𝜑(𝐷) is defined as:

𝜑(𝐷) =
∏︁

(𝑥𝑖,𝑦𝑖)∈𝐷

1√
2𝜋𝜎

exp(− (𝑥𝑖 − 𝑥)𝑇 (𝑥𝑖 − 𝑥)

2𝜎
), (5)

where 𝑥 is the mean of all 𝑥𝑖 ∈ 𝐷.
Combining (3) and (4) yields our objective function:

𝑜𝑏𝑗(𝜔) =
∑︁

(𝑥𝑖,𝑦𝑖)∈𝐷

(𝑦𝑖 − 𝑝𝑖)
2 + 𝜆1||𝜔||1 + 𝜆2||𝜔||2 + 𝛾𝜑(𝐷)𝑣𝑎𝑟(𝜔𝑇𝑥𝑖|𝑥𝑖 ∈ 𝐷), (6)

where 𝛾 is the trade-off parameter controlling the influence of spatio-temporal regularization.
We then use the stochastic gradient descent (SGD) algorithm to minimize the objective function based

on the training data, and obtain a linear regression model with parameters 𝜔 and 𝑏.

5.2 Implementation Consideration

Applying a linear regression model on high-dimensional features may bring some scale-related problems,
as it requires high computation power and storage capability. The implementation of our current linear
regression model is not faced with these challenges because:

∙ We only combine two basic features to form composite features, and this makes the total dimensions
of features less than 4,000. This is not a very high dimension and we can directly apply our linear
regression model on the features.

∙ At this dimension it takes about 30 minutes to train the model based on the complete training set
on an ordinary Intel Core-i7 personal computer. Though this seems to be a long time, in practice
we never train the model based on the whole dataset at once; instead, we use mini-batch stochastic
gradient descent to train the model. In other words, we gradually take one batch of data after
another and incrementally train the whole model. A batch is much smaller than the whole training
set, and it takes less than 1 minute to train the model based on a batch.

Challenges may arise if we keep increasing the dimension of features by, for example, combining
three or more basic features to form composite features and growing the dimension to a much higher
magnitude. The memory may be overwhelmed in loading training data; the training time will also increase
exponentially, and even training based on a batch of data cannot meet the time requirement of online
model training in practice. Taking smaller batches for training is a way to solve these problems, but a
fast convergence cannot be guaranteed when the batch size becomes too small. Another realistic solution
is to use distributed training framework with parameter servers [13, 26, 30]. Put it simple, we can use
multiple machines to perform the mini-batch SGD training process in a distributed fashion, and also use
multiple machines to store and update the learned parameters. The nature of SGD (i.e., the training can
be performed batch by batch) makes itself a perfect fit for distributed model training.

We don’t come across these challenges because we only combine two basic features to form composite
features instead of using three or more. There are multiple considerations:

∙ We try to combine three basic features to form composite features. Our evaluation shows that while
the training time is more than doubled, the prediction accuracy does not improve significantly.

∙ Composite features combined from three or more basic features have a reduced interpretability.
They cannot provide more information in quantifying the feature contribution and the relationship
between transportation services.
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6 EVALUATION AND RESULTS

In this section, we present the evaluation of our trained linear regression model, and discuss the features
that contribute the most to the dynamic price multiplier.

6.1 Evaluation Setup

Our raw feature dataset contains 14,587,353 entries, and each entry has about 4,000 dimensions. We
randomly choose 70% entries as the training set, and use the remaining 30% as the testing set. We do
this random selection for 10 times and obtain 10 linear regression models. The average metric of these
models is used for evaluation.

6.1.1 Evaluation Metric. The usual way to evaluate the performance of a prediction algorithm is based
on the accuracy measure, i.e., how many of the predicted items, 𝑝𝑖, are equal to the ground-truth 𝑦𝑖. In
predicting price multipliers, on the other hand, we don’t care that much about the accuracy measure. In
some cases, even though there are a slight difference between the predicted multiplier and the ground
truth, it is not a problem for passengers. For example, a passenger getting a price multiplier 1.3 only
wants to know if it would be possible to get a lower multiplier nearby or within a short distance, but
doesn’t care that much whether the lower multiplier is 1.1 or 1.2.
Instead, we use the symmetric mean absolute percentage error (sMAPE) [45], a metric based on the

relative difference (or error):

𝑠𝑀𝐴𝑃𝐸 =
1

𝑁𝑡𝑒𝑠𝑡

𝑁𝑡𝑒𝑠𝑡∑︁
𝑖=1

|𝑦𝑖 − 𝑝𝑖|
𝑦𝑖 + 𝑝𝑖

. (7)

In (7), 𝑁𝑡𝑒𝑠𝑡 is the size of the testing set. A higher sMAPE means lower prediction accuracy. There are
multiple considerations on choosing sMAPE as our evaluation metric:

∙ The sMAPE metric has the advantage of being scale-independent and easily interpretable, as it is
in a percentage form. Furthermore, as the price multiplier is always greater than 0, we can avoid
getting undefined values in using sMAPE (i.e., the sMAPE metric may take an undefined value
when the predicted or the actual quantity is 0)

∙ More importantly, because of the special properties of price multipliers, other metrics such as
MAE (mean absolute error), MSE (mean squared error) or RMSE (root-mean-square error) can
be directly represented from the prediction accuracy (i.e., in what percentage we have a absolute
difference being 0, 0.1, 0.2,...,0.6 between the predicted price multiplier and the ground truth), while
sMAPE cannot. This is because the price multiplier only takes discrete values such as 1.0, 1.1, ...,
1.6 (and we round the predicted price multiplier to these values), and so the difference between the
predicted price multiplier and the ground truth also takes discrete values. As a result, metrics such
as MAE/MSE/RMSE can be calculated from the prediction accuracy directly.

∙ Using sMAPE to measure the relative prediction error is a common practice in evaluating forecast
accuracy on, for example, human mobility pattern, taxi demand prediction and so on [40, 41, 50, 51].
Moreover, the baseline predictors we use in our evaluation (see §6.1.2) also uses the sMAPE metric.
To compare our results in this paper with the baseline predictors, we also use sMAPE so that it
can give a sense as to how our prediction model performs.

6.1.2 Baselines. We use two simple predictors in [18] as baselines. These two predictors try to predict
the hourly average price multiplier in specific city functional areas such as business, residential and
transportation areas, based on the history of hourly average price multipliers in a one-month time range.
These predictors are applied in a coarser granularity: first, they only try to predict multipliers in specific
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Table 3. sMAPE of baseline predictors.

Predictor Business Residential Transportation

Markov-chain 0.0548 0.0468 0.0366
Neural network 0.0448 0.0457 0.0513

functional areas; second, the goal of prediction is the hourly average price multiplier. By comparison, the
linear regression model in our paper is used to predict the exact price multiplier given a set of features in
each individual passenger request, in any location of the city. But the baseline predictors can still give us
a sense of the sMAPE metric.
The first baseline predictor is a Markov-chain predictor, predicting the price multiplier by training a

3-order Markov predictor. Another baseline predictor is a neural network predictor, predicting the price
multiplier by training a two-layer neural network, involving both the temporal and weather features.
Tab. 3 shows the sMAPE of these baseline predictors in selected business, residential and transportation
areas. Similar to Fig. 2, the criteria of selecting these typical functional areas could be found in [18, 19]
and is not discussed here.

6.2 Overall Results

We train a linear regression model based on the training set and calculate the sMAPE on the testing
set. We train for 10 times, and the average sMAPE is 0.0431. This sMAPE could be considered a much
better result than our baseline predictors for the following two reasons:

∙ The sMAPE of our linear regression model is already lower than baseline predictors, except in the
case of using Markov-chain predictor in transportation area. The specific city functional areas chosen
in [18] exhibit, to some extent, certain regularity in either the demand or the price multiplier, but
in our paper the linear regression model is for any location in the city, where the price multipliers
are more random.

∙ The sMAPE of our linear regression model is averaged among every single EstimateFee event,
instead of from the predicted hourly average price multiplier.

We also investigate the absolute value of the difference between the predicted price multiplier and the
ground truth based on the testing set. The percentage of predicting exactly the ground truth multiplier is
40.28%, and the percentage of having a difference of 0.1 is 40.89%. The percentages of having a difference
of 0.2 to 0.6 are 15.32%, 2.25%, 0.86%, 0.38% and 0.02%, respectively. These percentages indicate that
our linear regression model can have very good prediction (i.e., having a difference less than or equal to
0.1) in about 81.17% cases.

The need to involve composite features to improve the expressiveness of the linear regression model can
also be seen from the sMAPE. We train a linear regression model with only basic features, and its sMAPE
turns out to be 0.0672, 55.92% higher than the sMAPE with composite features. Then we train a model
with basic features and composite features from the same dataset (see §4.2.1), the sMAPE is 0.0576 and
this shows that using multi-source urban data also significantly improves the prediction accuracy.

Besides, we also test the performance improvement of using 𝐿2 and spatio-temporal regularization in
model training. For 𝐿2 regularization, its goal is to avoid over-fitting, and we compare the prediction
accuracy on the training and test set with and without 𝐿2 regularization. Tab. 5 shows the sMAPE
and prediction accuracy (within 0.1-difference in price multiplier), and these figures show that using
𝐿2 regularization indeed reduces the difference of prediction accuracy between the training and test
set. For spatio-temporal regularization, we also compare the prediction accuracy with and without
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Table 4. The top-20 features/dimensions ranked by coefficients.

Rank Feature (:dimension) Coef Datasets

1 (historical price multipliers: 1 hour) 0.400409 RoD
2 (historical price multipliers: 1 hour, pressure) 0.391540 RoD+Weather
3 (isHoliday, weather condition: light rain) -0.132702 RoD+Weather
4 (historical price multipliers: 1 hour, temperature) 0.131557 RoD+Weather
5 (day of week: Friday, weather condition: light rain) 0.129897 RoD+Weather
6 (historical price multipliers: 1 hour, humidity) 0.126101 RoD+Weather
7 (hour of day: 7pm, weather condition: sprinkles) 0.124791 RoD+Weather
8 (hour of day: 8am, day of week: Monday) 0.124486 RoD
9 (historical price multipliers: 2 hour, taxi count) -0.119318 RoD+Taxi
10 (hour of day: 7am, day of week: Monday) 0.115868 RoD
11 (historical price multipliers: 2 hour, full taxi count) -0.112601 RoD+Taxi
12 (historical price multipliers: 1 hour, month: Oct.) 0.108534 RoD
13 (hour of day: 5pm, full taxi ratio) 0.107540 RoD+Taxi
14 (historical price multipliers: 3 hour) 0.106606 RoD
15 (historical price multipliers: 3 hour, pressure) 0.103188 RoD+Weather
16 (historical price multipliers: 1 hour, visibility) 0.100780 RoD+Weather
17 (historical price multipliers: 1 hour, day of week: Tuesday) 0.099416 RoD
18 (historical price multipliers: 1 hour, isHoliday) -0.099234 RoD
19 (historical price multipliers: 1 hour, full taxi ratio) 0.098980 RoD+Taxi
20 (hour of day: 12pm, weather condition: sprinkles) 0.098235 RoD+Weather

Table 5. Prediction accuracy on the training and test set with/without 𝐿2 regularization.

with 𝐿2 regularization without 𝐿2 regularization

on training set 0.0425 and 83.32% 0.0418 and 84.75%
on test set 0.0431 and 81.17% 0.0472 and 76.25%

the regularization term. As shown above, the sMAPE and prediction accuracy are 0.0431 and 81.17%
with spatio-temporal regularization. The corresponding figures are 0.0464 and 77.87% without this
regularization term. The comparison shows that using spatio-temporal regularization can lead to better
performance.

Additionally, we also train a neural network model with all the basic features shown in Tab. 2 extracted
from the multi-source urban datasets. As mentioned in §5, a non-linear model does not require composite
features to characterize the correlation between features, we thus only involve basic features that account
for about 130 dimensions. Our neural network model has a four-layer structure, and evaluation results
show that the sMAPE is 0.0403 and that the model has a good prediction in 85.68% cases. These results
meet our expectation: compared with our linear regression model, a neural network model can provide a
slightly higher prediction accuracy with a small dimension of features, but it is not interpretable, takes
longer time for training, and is not flexible enough when adding new features.
The overall results indicate that our linear regression model can achieve a much better performance

than baseline predictors including a neural network predictor, and this can be explained by the use of
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composite features and of multi-source urban data. In the next subsection we will unveil the contribution
of different features quantitatively.

6.3 Feature Contribution

Following the feature engineering in §4, we include more than 370 features in our linear regression model,
and the dimension of features reaches about 4,000. Each dimension (of features) has a corresponding weight
in our trained linear regression model, and the absolute value of the weight quantifies the contribution of
this dimension/feature to the predicted dynamic price multiplier. In Tab. 4 we show the top-20 features
and dimensions, according to the absolute value of their respective coefficients. We also highlight the
source of dataset(s) of these features.
Concerning the source of dataset(s) of these features. The RoD data is undoubtedly the most

influential dataset to produce features: each of the top-20 features are from RoD data. Among these 20
features, 9 of them are related to the weather data, and 4 of them are related to the taxi data. None of
these features is relevant to our POI data or public transportation distribution data. So, from a very
high-level perspective, the dynamic price multiplier is mostly influenced by the RoD data itself, the
weather data and the taxi data.

The presence of the weather and taxi data as the most influential datasets can be understood intuitively.
The weather condition influences passengers’ demand: in bad weather more people are inclined to find
a taxi or car in a shorter waiting time at the expense of a higher price. The taxi service, as a similar
competitor to the RoD service, also plays an important role: when there are more available taxis around
for hailing, fewer people open the RoD app and search for available cars.
Concerning individual features. The historical price multipliers (in the last 1, 2 or 3 hours) are the

most important features, appearing in 13 out of top-20 features. These features are either the historical
price multipliers themselves, or composite features with RoD features (e.g., month, day of week, isHoliday),
weather features (e.g., pressure, temperature, humidity and visibility) or taxi features (e.g.,taxi count, full
taxi count and full taxi ratio). Regarding the coefficients, the historical price multiplier in the last 1 hour
has a coefficient 0.400409, more than twice other coefficients. The strong correlation between historical
and current price multipliers also indicate that the variation of dynamic prices follows certain pre-defined,
rational rules (though unknown), making it possible and meaningful to predict price multipliers.
The influence of weather features is also clear when investigating individual features. For example,

when there is higher temperature, the price multiplier rises. This is, possibly, due to the fact that more
passengers tend to request for services when it is hotter. Similarly, when there is rain (e.g., light rain or
sprinkles), the price multiplier is higher, possibly because there are higher demand. Most importantly, the
influence is quantified, and it is possible for one to compare the influence of different features directly.

We also observe that there is indeed competition between taxi and RoD service, but the competition is
not as fierce as it is expected. A taxi feature itself does not have a strong influence on the price multiplier:
it only affects the price multiplier strongly when associated with RoD features. Qualitatively speaking,
when there are fewer taxis (i.e., lower taxi count and full taxi count) and fewer available taxis (i.e.,
higher full taxi ratio) around, the price multiplier of RoD service rises, and vice versa. The RoD features
associated with taxi features are the historical price multipliers and hour of day. Specifically, the feature
ranked #13 indicates that only during the evening rush hour (i.e., 5pm to 6pm) the competition between
taxi and RoD service is apparent. During other hours of the day, the competition is not strong, and the
reasons may be that (a) passengers’ demand is so high that taxis and RoD cars together are still not
enough to meet the demand during, for example, the time after 6pm in evening rush hour and (b) when
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the demand is not high, passengers may choose between taxis and RoD services according to their own
preference instead of according to the supply of taxis or RoD cars around.

Other top features not explicitly explained above are self-explanatory: they are effective in increasing
the price multipliers by increasing passengers’ demand (e.g., bad weather, rush hours, busy days) and/or
decreasing the supply of cars around (e.g., bad weather, holidays).

6.4 Discussions

There are two interesting facts in Tab. 4: the absence of features from POI and public transportation
distribution data. In this subsection, we provide some discussions.
The relationship between RoD service and public transportation. The distribution of public

transportation such as bus & metro does not have a strong influence on the dynamic prices in RoD
service. In fact, for those features, either basic or composite, associated with bus & metro features, the
largest absolute value of coefficient is about 0.01, and most coefficients are even smaller than 0.0001 – far
smaller than the coefficients of top features listed in Tab. 4.

The reason behind this, as we consider, is that public transportation such as bus & metro have different
customer base with RoD service. For a potential passenger of RoD service, when he fails to get a car or
when he considers the price multiplier is too high, he may turn to taxis (as validated by the competition
between taxis and RoD service in Tab 4) or choose to wait for a while, instead of seeking for buses around.
Similarly, for people who usually take buses, they seldom resort to taxis or RoD services unless faced
with extreme conditions such as in a hurry to go to a meeting or to the airport.

The influence of POI features. The POI features we use in our study is the POI counts – the
number of POIs of 14 different categories around the location. Intuitively, these POI features should have
some influence on the predicted price multipliers, as the dynamic price and its variation is definitely
related to the location as shown from Fig. 2 to 6. Interestingly, we don’t find any features relevant to POI
features in Tab. 4. As a matter of fact, for those features relevant to POI features, the largest absolute
value of coefficient is as small as 0.001, and there are indeed a lot of zero coefficients.

We hypothesize that the reasons are two-fold. Firstly, the location information is already partly revealed
by taxi features (both basic and composite features), though implicitly. For example, the number of
taxis/full taxis visiting a location, the average speed of taxis driving around a location and the number of
passengers getting on/off taxis around a location all help to describe a picture about the supply, demand
and traffic condition that can characterize the location.
Another reason is from the inability of POI counts to reveal location information. We point out in

§3.4 that using the category of the nearest POI to characterize the location is not enough, and now our
results suggest that using POI counts is also not a good idea. An example around the airport terminal
can clearly illustrate this. A passenger is standing in the airport terminal and requests for a ride. Clearly
the “transportation facility” property is the reason why s/he is here. The POI counts, on the other hand,
may not suggest this. The number of “transportation facility” POIs may be only one – the terminal; but
there may be a number of shops, restaurants or hotels around, and the number may far exceed that of
“transportation facility”. In other words, the POI counts features emphasize the number of POIs, but in
some cases we also need to differentiate POIs by their “importance”.

We verify our second hypothesis by investigating the check-in data of a location-based service (similar
to Foursquare) in China. The data includes the check-in record in Beijing during 2012. If a place receives
more check-ins, it is safe, to some extent, to claim that this place is important or at least, more frequently
visited. For the location of an EstimateFee event, we find out the place around the location that is most
frequently visited, and use this place’s number of check-ins and category as our POI-related features. We
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add these features and train the linear regression model accordingly. The resulting sMAPE is 0.0429 and
is very close to our earlier results in §6.2; for those features related to the newly-added POI check-in
features, the largest absolute value of coefficient is 0.02 – 20 times larger than that of POI counts features.
Another way to verify our second hypothesis is to use the TF-IDF statistics to characterize the

“importance” of POIs from a different perspective. The POI counts feature uses the number of POIs of
different categories – for the 𝑖-th POI category, we use 𝑝𝑖 to denote the number of POIs around. For the
whole city, we use 𝑁 to denote the total number of POIs, and use 𝑁𝑖 to denote the total number of POIs
of the 𝑖-th category. We can then calculate the TF-IDF of the 𝑖-th POI category around the location one
sends out an EstimateFee request:

𝑝𝑡𝑓𝑖𝑑𝑓,𝑖 = 𝑝𝑖 * 𝑙𝑜𝑔(
𝑁

1 +𝑁𝑖
). (8)

Instead of using 𝑝𝑖 as the POI features (i.e., the POI counts feature), now we use 𝑝𝑡𝑓𝑖𝑑𝑓,𝑖 as the POI
features. In this way, different categories are not weighted equally - the more common a category of POI
is, the more its weight is diminished. There are certainly other more complex definitions of the TF-IDF
value, but here we use this simple one for the purpose of evaluating the effectiveness of using TF-IDF.
When replacing the POI counts features with the TF-IDF values, our evaluation shows that the sMAPE
is 0.0430 (very close to the original one) but again features relevant to the TF-IDF features have the
largest weight about 17.5 times than features related to POI counts have.
These results suggest that the POI counts features indeed fail to express the POI’s importance, and

that the check-in data or the TF-IDF statistics of POI counts can rectify this problem to some extent.
Both methods make the corresponding features have higher influence on the dynamic prices – in other
words, they describe the location information more accurately. But they are two directions to characterize
the “importance” of POIs:

∙ Using check-in data: POIs that are more frequently-visited are more important;
∙ Using TF-IDF statistics: The categories of POIs that appear more common on the map are less
important.

For the check-in data, we don’t include them in our earlier results in §6.2 because it dates back to as
early as 2012 and POIs in Beijing may have changed a lot in 4 years. In other words, the check-in data is
meaningful, but may not be accurate enough to be included in our overall results. We also don’t include
the TF-IDF statistics in our main results, as it is only one direction to characterize the “importance” of
POIs, and the improvement is still not enough. We plan to find out another way to combine these two
directions together and generate a much more accurate description of location information, and this is
left as the future work.

7 CONCLUSION

We focus on the prediction of dynamic prices in emerging RoD services such as Uber and Didi. Predicting
the dynamic prices can help passengers to obtain more information and make decisions (i.e., whether
to take a ride) at ease. We use a linear regression model with high-dimensional features extracted from
multi-source urban data to predict the price multiplier. On one hand, the use of multi-source data helps
to make the prediction more accurate; on the other hand, we are able to quantify the relationship between
RoD service and multiple means of transportation.

We train a linear regression model with more than 370 features, and the dimension of features reaches
about 4,000. The model can achieve a very good prediction in about 81.17% cases, with a sMAPE of
0.0431, much better than our baseline predictors. The sMAPE metric also shows that combining features
from multi-source urban datasets is beneficial. We also quantify the contribution of features with the
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help of the linear regression model. Results show that the historical price multipliers of the last several
hours are the most important features that contribute to the price multiplier. Weather condition and the
availability of taxis around are also key features, accounting for a significant fraction in top features.
Regarding the relationship between different means of transportation, our results show that there is

indeed competition between taxis and RoD services, but it is not as fierce as expected. Only in very
special circumstances (e.g., during evening rush hour) the availability of taxis plays an important role in
the dynamic prices of RoD services. Contrarily, the influence of public transportation such as bus & metro
is negligible – showing that RoD service may have different customer base with public transportation and
there is little competition between them.
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