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Abstract
a green and flexible transportation mode, but the flexibility

Bike sharing systems are booming globally as

also brings difficulties in keeping the bike stations balanced
with enough bikes and docks. Understanding the spatio-
temporal bike trip patterns in a bike sharing system, such
as the popular trip origins and destinations during rush
hours, is important for researchers to design models for bike
scheduling and station management. However, due to privacy
and operational concerns, bike trip data are usually not
publicly available in many cities. Instead, the station feeds
about real-time bike and dock number in stations are usually
public, which we refer to as bike sharing system open data.
In this paper, we propose an approach to infer the spatio-
temporal bike trip patterns from the public station feeds.
Since the number of possible trips (i.e., origin-destination
station pairs) is much larger than the number of stations,
we define the trip inference as an ill-posed inverse problem.
To solve this problem, we identify the sparsity and locality
properties of bike trip patterns, and propose a sparse and
weighted regularization model to impose both properties in
the solution. We evaluate our method using real-world data
from Washington, D.C. and New York City. Results show
that our method can effectively infer the spatio-temporal bike
trip patterns and outperforms the baselines in both cities.

Keywords bike sharing system, open data, ill-posed in-

verse problems, urban computing
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1 Introduction

Many cities have deployed bike sharing systems to promote a
greener transportation mode and a healthier life style. Riding
public bikes for commuting, traveling, and exercising has
become increasingly popular among citizens [1,2]. For exam-
ple, in 2014, riders in New York City and Washington, D.C.
went on 8,081,188 and 1,869,980 bike trips, respectively.
However, since riders can flexibly pick up and drop off a
bike at different bike stations, these stations can become
unbalanced and even unavailable (e.g., being full or empty) in
popular trip origins and destinations. The users’ experience
may be greatly impaired if they run into an unavailable
station, which may ultimately hinder the user participation
of bike sharing systems. Understanding the spatio-temporal
patterns [3] of public bike trips, such as the popular origins,
destinations, and trajectories during rush hours or social
events, can help researchers and urban planners develop
better bike re-balancing strategies [4], optimize bike station
placement [5], and help urban authorities manage human
flows during events [6-8].

However, Due to privacy and operational concerns, the
bike trip data about trips from one station to another are
usually not publicly available. Without such information,
researchers have to resort to bike user surveys or probabilistic
simulations for modeling bike trip patterns. For example,
Garcia-Palomares et al. [9] estimated the number of bike
trips in each transport zone based on annual people mobility



surveys, while Contardo et al. [10] simulated bike trips using
probability distributions to evaluate their bike scheduling
model. Due to the fact that riders are free to pick up or
drop off bikes at any stations during the operation hours
without a reservation, real-world bike trip patterns can be
quite asymmetric in space and fluctuating throughout the
day [11]. Survey or simulation-based methods often fail to
capture these details, inevitably introducing risks to decision
making based on their bike trip estimation results.

Fortunately, most bike sharing systems publish real-time
station feeds, i.e., the number of bikes and docks available
in each bike station, together with its location and maximum
capacity of the station, to help riders find nearby available
stations. Although these data do not carry information about
individual bike trip, we can potentially infer the spatio-
temporal bike trip patterns from the variations of bikes and
docks in stations. More specifically, in a time window (e.g.,
one hour), we first derive the bike traffic of each station, i.e.,
the number of bikes departing from or arriving at the station,
by continuously monitoring the up-to-date station feeds in
the hour. We then model the traffic of a station as the sum
of several bike flows between the station and other stations.
Finally, we design an algorithm to infer the bike flows from
the station traffic, which gives us a panoramic view of the
spatio-temporal bike trip patterns in the system.

However, since the number of origin-destination station
pairs are much larger than the number of stations, inferring
bike flows from station traffic becomes an ill-posed inverse
problem [12]. As illustrated in Figure 1, for a bike sharing
system with n stations, we can derive n incoming traffic and
n outgoing traffic in each time window. However, we need to
infer n? station-to-station bike flows. Since 2n < n? for most
bike sharing systems, such a problem is ill-posed, yielding
many possible solutions [12]. For example, Figure 1 shows
two different bike flow settings that can be inferred from the
same station traffic data.

Ill-posed inverse problems have been investigated for
decades [12, 13], and it has been proved that the main
challenge can be properly tackled if we have enough a priori
information to constrain the solution in a lower dimensional
space than its original formulation [12]. This a priori
information is usually injected through regularization [13].
In order to obtain the a priori information in the bike flow
inference problem, we conducted an empirical study on a
sample bike trip history dataset. We identify two important
bike flow properties, namely: (1) sparsity of strong flows,
meaning that the strong bike flows (e.g., more than ¢ trips per
hour) only occur in 0.62% of all the station pairs citywide,
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Fig. 1 An illustrative example of two different bike flow patterns inferred
from the same station traffic data. Blue dots and red dots represent origin
and destination stations, respectively, and the number over each green arrow
indicates the bike flow intensity.

and (2) locality of strong flows, meaning that 90% of the
strong bike flows are observed in station pairs within a
distance of 2 km. We impose the sparsity property into the
solution by leveraging the ¢; regularization technique [14]
to constrain the number of nonzero flows, and incorporate
the locality property by adding a weighted €, regularization
term to penalize station pairs with geographically-distant
components. Finally, we identify our problem as convex and
practically solvable using convex optimization methods [15].
The contributions of this work include:

1. To the best of our knowledge, this is the first work on
spatio-temporal bike trip patterns inference from bike
sharing system station feeds.

2. We formulate the station traffic to bike flow inference as
an ill-posed inverse problem, and propose a Sparse and
Weighted Regularization (SWR) method to constrain the
solution space in a solvable dimension by applying the
sparsity and locality properties of bike flows identified
from a sample bike trip dataset.

3. We evaluate our method using real-world bike sharing
system open data from Washington, D.C. and New York
City. Results show that our method effectively infers
the bike trip patterns in both cities, and outperforms two
baselines significantly.

The remainder of this paper is organized as follows. We
first review the related work in Section 2, and then present
our empirical study on public bike trip properties in Section
3. We formulate the bike flow inference problem in Section
4, and elaborate on the details of the proposed SWR method
in Section 5. We report the evaluation results in Section 6.
Finally we conclude the paper in Section 7.
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2 Related Work

In this section, we first survey existing work related to
understanding bike trip patterns from bike sharing system
open data, and then present existing methods to solve ill-
posed inverse problems.

2.1 Understanding Bike Trip Pattern

Bike sharing systems have been deployed in many cities
to improve urban sustainability and promote a healthier
lifestyle. Meanwhile, a large volume of bike sharing system
data are generated, providing invaluable resource for re-
searchers to design new applications that can further improve
the bike system management and planning [16]. For example,
Froehlich et al. [17] collected bike sharing station data
from Barcelona, Spain to study the station-level bike usage
patterns (e.g., number of bikes in a station during different
period of time), and predict the station availability in the
future. Chen [5] proposed a framework to determine optimal
bike station placement using bike sharing data and other
urban open data. Zhao et al. [18] proposed a bike usage
prediction system to help riders find potentially available
bikes in rush hours. However, prior research did not capture
the spatio-temporal bike trip patterns due to the lack of
bike trip information. In fact, the bike trip data are usually
not publicly available due to privacy concerns and extra
operational costs in many cities. Although some cities such
as Washington, D.C. provide bike trip data to the public, the
data is published with a delayed of months, hindering the
real-world application of research work relying on such data.

To address this issue, some work [9] leveraged human
mobility survey results to model bike trip demands, while
other attempted [10] used probabilistic simulations to design
strategies for bike balancing operations (i.e., transporting
bikes from full stations to empty stations). However, con-
ducting surveys is usually costly in time, money, and human
resources, and the simulation data might not correspond to
Ran-
driamanamihaga et al. [19] conducted a clustering analysis

the highly dynamic real-world bike usage patterns.

of the bike flows in the Paris Vélib system, however the
data is from a private company and not made public. Our
work aims to infer the spatio-temporal patterns of public
bike trips directly from the publicly available station feeds,
which has not yet been explored and will benefit the above-
mentioned applications, including but not limited to bike
traffic prediction and station balancing.

2.2 Solving I1l-Posed Inverse Problems

An inverse problem refers to the process of extracting the
causal factors from a set of observations entailed [20]. Such
problems are often ill-posed, i.e., when the number of factors
are larger than the number of observations [12], there might
be potentially infinite number of solutions. However, by
incorporating a priori information into the problem formu-
lation using regularization, we can constrain the solution in a
lower dimensional space and obtain a desirable solution with
a high probability [13].

Compressive sensing [21] techniques have been widely
exploited to solve inverse problems [20, 22]. The rationale
behind compressive sensing is that the solutions to the inverse
problems are usually sparse in nature. For example, Wang
et al. [23] proposed a compressive crowdsensing scheme
to adaptively recover the city-wide air quality map from
a limited number of sensing data, and Chawla et al. [24]
defined the causality inference of traffic anomalies as an
inverse problem and solved it by applying a compressive
sensing style technique. In this paper, we formulate the
flow inference from traffic as an inverse problem. The traffic
in each station can be regarded as the compressive sensing
values of certain flows. We propose a sparse-and-weighted
regularization method to exploit the sparsity and locality
properties of bike flows to solve the problem.

3 Data Analysis

In this section, we elaborate how we collect and process the
real-time bike sharing systems open data to derive station
traffic. We also present an empirical study on a sample bike
trip history dataset from Washington, D.C. to understand the
common bike trip properties.

3.1 Data Collection and Processing

Most bike sharing systems provide real-time station feeds,
i.e., the number of bikes and docks available in all sta-
tion at query time. Users can easily search for a nearby
bike station and check the availability of bikes and docks.
Meanwhile, real-time data streaming APIs are also available
for developers to embed the data in their applications. For
example, the Capital Bikeshare system of Washington, D.C.
provide a live station maps" and a data streaming API? for

riders. In this paper, we automatically query the APIs of bike

D https://secure.capitalbikeshare.com/map/
2 https://www.capitalbikeshare.com/data/stations/bikeStations.xml



sharing systems every one minute to obtain the station feed
data. We note that some bike rental and return events might
be overlooked if they occur in the same minute window.
However, the statistics over a long period of time could still
be quite accurate as such events are rare. For example, only
0.05% of the bike rental or return events occur in the same
minute window in our sample dataset (as detailed below)
during 2014 in Washington, D.C.

Based on the collected station feed data, we can derive
the station traffic, i.e., the number of incoming and outgoing
bikes at each station during a given period of time (e.g., one
hour). More specifically, for a station s and a time interval
of A, minutes, we calculate the number of incoming traffic
N*(s,A;) as

A
N¥(s,A) = D6} (1)
=2

where

5 = {B(s, 0= Bt 1, ifBs0>Bi-D

0, otherwise

in which B(s,t) denotes the number of available bikes in
station s at time ¢ (in minute). We calculate the outgoing
traffic of station s in the same period N~(s, A;) in a similar
way. For example, Figure 2 shows the number of available
bikes in a station (No. 31217) during a weekday (July 9,
2014), and the derived incoming and outgoing station traffic
in every hour. This bike station is located near the Dupont
Circle, a hybrid area of residential neighborhoods, transit
hubs (subway and bus), and business centers in Washington,
D.C. We can see that the station is heavily used during the
morning and evening rush hours. However, one can not
directly infer any bike trip patterns from this figure, such as
the common trip destinations, or the average distance traveled
from this station.

3.2 Empirical Study on A Sample Bike Trip History
Dataset

In order to understand the bike trip patterns, we conduct
an empirical study on a sample bike trip history dataset
from Washington, D.C., which is available on the Capital
Bikeshare website®. We note that even though such trip data
are publicly available in some bike sharing systems, they are
usually published with a delay of several months, hindering
the up-to-date modeling of bike trip patterns in the system.

3) https://www.capitalbikeshare.com/trip-history-data

Longbiao CHEN et al. Understanding the Spatio-Temporal Bike Trip Patterns Leveraging Bike Sharing System Open Data

0 2 4 6 8 10 12 14 16 18 20 22 24

Hour

(a) Station feed (number of bikes available).

N
=}

w
o

Q Q

S s

= =20

210 2

: X 1

g, & L Mofcklhln
0 10 20 0 10 20

Hour Hour

(b) Station traffic (number of incoming and outgoing bikes).

Fig. 2 An illustrative example of a station feed (Station 31217) and the
derived station traffic in a day (July 9, 2014).

This sample bike trip history dataset contains 1,869,980
bike trips between 201 stations in Washington, D.C. in
2014. Each trip record contains the bike departure time
and departure station, as well as the arrival time and arrival
station. We aggregate these bike trips according to their
origins and destinations. For each station pair, we calculate
the number of trips observed over a period of time, and denote
it as the bike flow of the station pair during that period. In
summary, we obtain 40,401 station pairs. We take the flows
of a typical weekday morning rush hours (7:00-9:00, average
over the year 2014) as an example (Figure 3). We observe a
clear flow structure between a limited number of station pairs
(yellow lines in Figure 3). Since our objective in this work is
to understand the spatio-temporal patterns of bike flows, we
focus on recovering these flow structures. To this end, we use
a threshold ¢ to filter strong flows, i.e., flows flows with more
than ¢ bikes per hour. Based on the dataset, we observe the
following two important properties of the strong flows.

3.2.1 Sparsity of Strong Flows

Based on our observation, these strong flows only exist
between a limited number of station pairs. For example,
in the sample dataset, only 0.62% of the 40,401 station
pairs show strong flows (i.e., more than ten bike trips per
hour) during weekday morning rush hours, indicating the
sparse nature of these strong flows. We also notice that
stations associated with these strong bike flows are usually

located near metro stations, tourist attractions, residential
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Fig. 3 An illustrative example of the bike flow patterns in weekday
morning rush hours. Each link denotes a station-to-station flow, while the
link color corresponds to the average flow intensity.
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Fig. 4 CDF of the distance between station pairs with strong flows.

areas, and downtown centers. These places tend to attract
larger scales of human flow, and the corresponding bike
stations are designed to have a larger capacity, which might
explain the causality of these strong flows. In summary, the
sparse structure of these strong flows inspires us to seek a
sparse solution to the flow inference problem.

3.2.2 Locality of Strong Flows

We further investigate the geographic characteristics of the
station pairs with these flows. We compute the distance of
these station pairs based on their coordinates, and plot the
It is
shown that more than 90% of these station pairs are located

cumulative distribution function (CDF) in Figure 4.

within a distance of 2 km. In other words, the probability
of people riding public bikes between geographically-distant
stations is relatively low. We note that such observation
agrees well with the design purposes of bike sharing systems,
such as providing bikes for short-distance trips in an urban
area, and connecting users to public transit stations to solve
the last mile problem [2,25].

In summary, the strong flows between station pairs in a

biking network are very sparse, and most bike rides travel
between geographically-close stations. Based on our ob-
servations on the sample dataset, such sparsity and locality
properties persist in other time windows (e.g., weekend
evenings). We also assume that these properties exist in other
cities, although the flow structure and distance parameter
might differ. In the following sections, we explain how we
incorporate such a priori information into the bike trip pattern

inference problem.

4 Problem Formulation

4.1 Notations

We denote the set of stations by V and the set of directed
links between any station pair (u,v) € V> by £ = V2
We then denote the cardinality of set V (i.e., the number of
stations), and the geographic-distance between two stations
by d(u,v), assumed symmetrical, i.e., d(u,v) = d(v,u), for
our later use.

We define the flow f as a function from £ to R, taking
nonnegative values on each link, ie., f : L — R,. We
think of f(u, v) as the number of bikes going from station u to
station v in a given time window. We then define the incoming
traffic gi, © V — R, and the outgoing traffic gous : V — R,
as the number of bikes arriving at and departing from a
station during a given time window, respectively. The couple
g = (8in» 8our) forms what we call a traffic. Based on the
definitions of flow and traffic, we have

gn) = ) fu,v) @
ueV

Zou¥) = )" fv,u) 3)
ueV

4.2 Problem

Given the above-mentioned definitions, we formulate our
flow inference problem as follows.

Problem. For a directed network N = (V, L), given the
traffic g, infer the flow f.

We note that such a problem is an ill-posed inverse
problem, since there are only 2n station traffic variables,
but we need to infer n> unknown flows between stations.
Moreover, since our objective is to reveal the structure of the
bike trips, we need to focus on recovering the strong flows
from the traffic. In order to solve this problem, we propose



a sparse-and-weighted regularization method to exploit the
sparsity and locality properties of the strong bike flows, as
analyzed before.

S Methodology

In this section, we first elaborate on the modeling of the
relationship between traffic and flow in the bike trip network,
and then present our flow inference method. In particular,
we adopt the concepts from the network tomography [22]
and the compressive sensing [21] communities to explain the
rationale behind our method. More specifically, we regard
the flow of the network as a high-dimensional vector, and the
traffic of each node as a linear measurement of the flow vector
that computes the sum of a specific subset of the flow entries.
For example, the outgoing traffic of a node corresponds to a
measurement of the flows from that node, and the incoming
traffic to a measurement of the flows into the node.

Now our objective is to recover the N-dimensional flow
vector from the M-measurements (traffic), where N = n?
and M = 2n.
posed. If, however, the flow vector itself is sparse, i.e., having

Since M < N, this problem appears ill-

only K non-zero entries, then the problem can be solved
using a sparse regularization method provided that M > K.
Moreover, if we impose more a priori information about the
vector, e.g., locality, the recovered flow vector can better
approximate the real-world bike trip patterns.

5.1 Modeling the Relationship between Traffic and Flow

We define the traffic and vectors as y = g(v),v = 1,2,...,n
and x = f(u,v),u,v = 1,2,...,n, respectively. As the traffic
vector y is a measurement of the flow vector x, we define
an incidence matrix A to represent their relationship. More
specifically, A is a binary matrix, having one row for each
element of y and one column for each element of x. The
entries of the matrix are given by

Ao 1, if traffic y; measures flow x;
- 0, otherwise

In this way, the incidence matrix A transforms the station-
to-station flows into the corresponding incoming and outgo-
ing traffic of stations. We give an example to illustrate the
use of the incidence matrix in Figure 5. This bike network
contains 3 nodes (n = 3), and thus having n*> = 9 node-to-
node flow entries and 2n = 6 traffic entries, and yields a 6 X9
incidence matrix. For example, the first traffic element is the
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Fig. 5 An illustrative example of the use of the incidence matrix. Colored
blocks in x denote non-zero flow entries, indicating that x is a sparse signal.

inner product of the first row of the incidence matrix and the
flow vector, corresponding to a measurement on the 1st, 4th,
and 7th flow entries.

Consequently, the relationship between flow and traffic
can be simply denoted as

Ax=y @)

5.2 Inferring Flow from Traffic

Since x| = n? and |y| = 2n, A is a 2n X n® matrix.
Hence, when n > 2, A necessarily admits a non-degenerate
kernel [26]. In other words, the system of equation (4) is
under-constrained, resulting in infinitely number of possible
solutions of x given y. This issue can be addressed by
specifying the type of the solution that is required by the
application. For example, we can require the solution to have
only a limited number of non-zero entries (i.e., sparse). Based
on the a priori information about the bike trip patterns, we
impose the sparsity and locality of the strong flows on the
solution using regularization technique.

5.2.1 Imposing Sparsity of Strong Flows

A natural way to enforce sparsity on the strong flow vector x
is to use the £y norm, which counts the number of non-zero
entries in x [21]. Formally, the €y norm of x is defined as

llxllo = [{x@1x® # O} (6

Then, we can find the sparse solution by solving the
optimization problem

argmxin(||Ax — yli3 + Allxllo) @)

where A is the regularization parameter to control the trade-
off between sparsity and reconstruction fidelity. Unfortu-
nately, solving (7) is both numerically unstable and NP-
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complete, requiring an exhaustive enumeration of all the non-
zero entries in x [21]. However, the solution can still remain
sparse when relaxing the £, norm with the convex ¢; norm,
ie., Ixlli = X,;1x?| can still be sparse [21]. Formally, the
relaxed optimization problem becomes

argmin(|Ax — yli5 + Allxlly) (8)

which is a convex optimization problem that is conveniently
reduced to a linear program known as basis pursuit [27].

5.2.2 Imposing Locality of Strong Flows

Sparsity is only one aspect of the a priori information we
know about the bike trip patterns. The other important
property is the locality, meaning that most of the strong flows
exist between geographically-close nodes. Without imposing
such constraints, the solution may contain many non-zero
flow values between very distant stations, which might be

unlikely to happen in the real-world situation.

Therefore, we propose a weighted regularization method
to enforce locality of strong flows. The basic idea is to give
larger regularization weights to geographically-distant node
pairs, and smaller weights to close pairs. To this end, we
add a ¢, regularization term to constrain the intensities of x”
between geographically-distant node-pair. In particular, we
construct a weight vector w, where the value of each w; is
calculated based on the geographic-distance of the node-pair
corresponding to x;, i.e., w; = h(d(u,v)),if and only if x; =
f(u,v). In this paper, we simply choose & to be a linear
function that normalizes the values of d(u, v) to [0, 1]. Finally,
the objective function becomes

argmin(||Ax — yli5 + Alxll + (1= Dlw o xlb) — (9)

where o denotes the element-wise product of two vectors, and
(1 — Q) is the regularization parameter to control the trade-off
between locality and reconstruction fidelity.

5.2.3 Formulating the Ill-Posed Problem

Finally, we determine the bounds of the solution x. The upper
bound for each strong flow entry is set to be the minimum of
the traffic of its corresponding stations. We use an intensity
threshold ¢ as the lower bound of each strong flow, i.e., x0 >

7
Table1l Summary of the collected datasets
Dataset Item DC NYC
Duration ~ 2014-2015 2014-2015
Station Feed Stations 201 328
Bikes 3,296 4,077
R Duration 2014-2015 20142015
Trip History
Records 1,869,980 8,081,188
T. In summary, we formate the optimization problem as
: 2
argmin lAx = yIl; + Allxlly + (1 = Dlw o x|l (10)
subjectto & < x < min y;
VA =1"7

i=1,2,....n%j=12...,n

As studied in [24],
problem. We use the Matlab convex solver cvx [28] to

(10) is still a convex optimization

efficiently search for the solution.

6 Evaluation

In this section, we evaluate the performance of our method
by assessing its ability to infer the actual bike trip patterns
in Washington, D.C. and New York City. We first describe
the experiment setup, and then present the parameter setting
process. Finally we show the evaluation results comparing
our method to two baselines in both cities.

6.1 Experiment Setup

6.1.1 Dataset Summary

We retrieve station feed data from the Capital Bikeshare
System in Washington, D.C.* and the Citi Bike System in
New York City”, respectively. We automatically query both
APIs at a frequency of one query per minute. After a data
preprocessing step to remove invalid and abnormal values
(e.g. negative bike number), we compile the hourly station
traffic data over one year. In order to verify the flow inference
results, we also collect the bike trip history datasets from both
cities. Note that these datasets are usually released with a
delay of three months or more. Table 1 shows a summary of
the collected data from both cities.

4 http://www.capitalbikeshare.com/data/stations/bikeStations.xml
5) http://www.citibikenyc.com/stations/json



6.1.2 Evaluation Metrics

We perform flow inference on a two-hour window basis. We
separate the dataset into two half-year sets, each containing
data in every other day. We learn the parameter ¢ using one
half year’s data, and test the performance using the other half
year’s data. We first evaluate the inference accuracy of the
strong flows, which reflects the structure of city-wide bike
trips. To this end, we compare the inferred results with the
ground truth to compute the precision and recall of strong
flow inference. More specifically, if an inferred strong flow
between a directed station pair actually exists in the ground
truth, we call it a hit. Based upon this, we define the precision
of inference as:

|{real-world strong flow} N {inferred strong flow}|

recision =
P |{inferred strong flow}|

(1)

and the recall of inference as:

|{real-world strong flow} N {inferred strong flow}|

Il =
reed |{real-world strong flow}]|
(12)
We also compute the F'/-Score [29] as:
F1-S core 2 - precision - recall (13)

precision + recall
to assess the overall performance of our model and assist in
the model parameter selection.
In order to evaluate the performance of the overall flow
inference, we compute the Mean Absolute Percentage Error
(MAPE) as

x—-Xx

1
MAPE = —||

= I (14)

6.1.3 Baseline Methods

We compare our Sparse-and-Weighted Regularization (SWR)
method with the following two baselines that use different
regularization techniques.

e FEnergy-based Regularization (ER): This is the classical
approach to inverse problems, which uses ¢, regulariza-
tion to find a solution with the smallest energy (i.e., sum
of squares) [21]. The objective function of this approach
is written as

argmin([|Ax - [ + Allx[3) (15)

We note that this problem has the convenient closed-
form solution x = (AA”T + AI)"'ATy. Unfortunately,
this simple ¢, regularization method fails to impose the
sparsity and locality properties of the strong flows, and
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Fig. 6 Variation of F/-Score w.r.t. A

thus might not be able to recover the real-world flow
patterns we need.

e Sparse Regularization (SR): This method only imposes
the sparsity property via £} regularization, as formulated
in Equation (8). However, as we have mentioned, this
method does not address the locality of the bike trip
patterns, and might obtain results with long-distance
trips that are rarely observed in the real world.

6.2 Parameter Settings

Based on the first half year’s training data, we set 6 = 5
for DC and 6 = 12 for NYC, respectively. The other
important parameter is the regularization parameter A, as
presented in Equation (10). Applying a large A might over-
stress the sparsity of strong flows, leading to unrealistic
huge flows between certain station pairs. A small 4, on the
other hand, might lead to small and dense flows, and thus
affecting the accuracy of inference. In order to study the
relationship between A and the flow inference accuracy, we
repeat the experiment by increasing A from a small value to a
relatively large one, and compute the corresponding F1-Score
of inference. We use the first half year’s data for A selection.
Based on the results (Figure 6), we select 4 = 0.15 as the
optimal value in our following experiments.

6.3 Flow Inference Results

We first show an overview of the flow inference results in
both cities, and then discuss the performance of the flow
inference methods.

6.3.1 Overview of the Inferred Flows

Figure 7 shows the flow inference results during the morning
rush hours (7:00-9:00) of a typical weekday in DC and NYC.
We can see that our method successfully recovers the strong
flows in both cities, giving a overview of the flow patterns
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during the morning rush hours in both cities.®

From Figure 7(a) and 7(b), we observe two important
morning rush hour flow patterns in DC. The first one is the
massive incoming trips to the Dupont Circle, the center of a
huge residential neighborhood with many foreign embassies,
which indicates that people are probably riding bikes to work
from home. The second pattern is the considerable outgoing
trips from the Union Station, which is the transportation hub
of subways and trains, indicating that people might ride bikes
to complete their last mile trip to work. Similarly, from
Figure 7(c) and 7(d), we observe that most of the strong flows
concentrate on the Penn Station area, which is a huge transit
hub of subway, train and bus. Most of the flows are outgoing
trips to the Midtown and Downtown areas, indicating that
the riders are connecting from commuter rail or bus. These
observations bring to light one of the bike sharing system’s
greatest challenges: bike balancing, i.e., real-time relocating
bike supplies to meet the demand at these popular locations.

6.3.2 Accuracy of Flow Inference

We conduct the flow inference experiments on a two-hour
time window for both cities respectively, and separately
compute the precision, recall, and F/-Score of the strong flow
inference, as well as the MAPE of all the flows. The results
of our method and the baselines are shown in Table 2.

Based on the results, we conclude that our method out-
performs the two baselines in both cities. More specifically,
the ER method minimizes the overall MAPE by recovering
many nonzero flows, but it fails to identify the strong flows
patterns, resulting in low F/-Score of flow inference. On the
other hand, the SR method can infer several strong flows,
however its overall error (MAPE) is relatively high. The
most probable reason is that the SR method do not consider
the geographic constraints of the bike flows, resulting in
flows between geographically-distant stations, which is not
likely to appear in reality. The proposed SWR method infers
strong under the sparsity and locality constraints, resulting in
relatively accurate strong flow inference while ensuring the
overall performance.

7 Conclusion

The emerging bike sharing systems have generated a large
volume of bike usage data, providing an invaluable resource

9 We will discuss the flow directions in the following as we are not able
to visualize them on the map.

9
Table 2 Flow inference results
Precision Recall F1-Score MAPE
DC NYC DC NYC DC NYC DC NYC
ER 0.473 0.512 0.431 0.483 0.451 0.497 0.261 0.192
SR 0.712 0.837 0.672 0.712 0.691 0.769 0.648 0.554
SWR 0.755 0.835 0.781 0.803 0.768 0.819 0.373 0.288

for researchers to understand human mobility patterns in
urban environments. In this paper, we propose a sparse-
and-weighted regularization method to infer bike trip patterns
directly from the public station feeds, enabling applications
such as bike balancing and station management in a timely
manner. Through analysis of an empirical bike trip history
dataset, we identify the sparsity and locality properties of
public bike trip patterns. We then formulate bike trip pattern
inference as an ill-posed inverse problem, and propose a
sparse and weighted regularization method to incorporate the
sparsity and locality in our solution. Finally, we evaluate our
method using real-world bike sharing system data from two
cities. The results show that our method outperforms two
baseline methods in both cities by effectively recovering the
strong bike flows.

In the future, we plan to investigate more fine-grained
properties of public bike flow patterns, that are related to
contextual factors such as weather conditions or altitude of
stations. We also plan to apply the flow inference technique
to other urban transportation systems, such as bus and metro,
to study a wider variety of human mobility patterns in the
cities.
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